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Abstract 

 
Association rule mining (ARM) is an important data mining 

strategy to analyze the relationship among the items.  Apriori 
algorithm is the most used approach to implement association 
rule mining.  We identified two major issues of Apriori.  
Apriori follows an iterative approach consisting of multiple 
database scans for searching frequent itemsets that satisfy 
certain threshold criteria.  The same predefined threshold 
value is maintained throughout the repetitive stages of the 
Apriori method and hence there is a huge possibility of 
discarding higher-order itemsets, though all of its sub-itemsets 
are frequent. Some of these ignored itemsets if used 
intelligently have a huge potential for business value addition.  
Furthermore, in the Apriori procedure, an exponential number 
of computations is required to check whether an item is 
important or not and that makes the entire pattern mining 
system costly.  In this study first, we identify the hidden 
business-critical item sets that are otherwise ignored in the 
traditional Apriori process.  Furthermore, a novel approach is 
proposed here to evaluate whether an item is interesting or not 
at a considerably reduced computational time. 
____________________ 
*Email:  anjan.dutta.edu@gmail.com, runa.ganguli@gmail.com,  
†School of Mobile Computing and Communication,  Email:  
punyasha.chatterjee@gmail.com. 
‡School of Computing and Information Technology.  Email:  
narayan.debnath@eiu.edu.vn. 
§A.K. Choudhury School of Information Technology.  Email:  
iamsoumyasen@gmail.com. 

Key Words:  Association rule mining, apriori algorithm, 
data mining, missing itemset, execution time. 
 

1 Introduction 
 
Data mining is an integral part of any business in modern 

day to improve the performance in terms of profit, sales, 
forecasting etc.  It is comprised of extracting the data, 
analyzing the data and then generating a report or pattern to 
ease out the business process.  Data mining, also known as 
Knowledge Discovery in Databases (KDD) [5], is the process 
of discover-ing hidden and interesting patterns from a huge 
amount of data for making essential business-oriented 
decisions.  Association rule mining [2, 6, 8] is a popular 
technique in data mining to analyze the relationship among the 
different items in a set of transactions.  It is conceptualized as, 
for every occurrence of A there exists certain numbers of 
occurrence of B in any trans-action database.  Knowledge of 
the frequent sets is generally used to design association rules 
stating how a set of items (itemset) influences the presence of 
another itemset in the transaction database.  The mining rules 
are more applicable and useful in the market basket analysis.  
Association rules are frequently used in business intelligence 
[12] to help their marketing, advertisement, inventory control, 
fault prediction, product recommendation etc.  Due to its huge 
business scope, association rule mining is a well-studied 
research problem among the researchers.  Among the several 
association rule mining techniques  Apriori algorithm [2] is the 
most studied and widely used algorithm for Frequent Pattern 
Mining (FPM) [6, 9, 13]. 

mailto:anjan.dutta.edu@gmail.com
mailto:runa.ganguli@gmail.com
mailto:punyasha.chatterjee@gmail.com
mailto:narayan.debnath@eiu.edu.vn
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Apriori algorithm is used to mine all frequent itemsets in a 
transaction database.  This algorithm begins with defining the 
support of an item that is the frequency of the occurrence of 
the items or itemsets in the transactional dataset.  An itemset of 
size k whose support is greater than some user-specified 
minimum support threshold is said to be a frequent itemset and 
denoted by Lk, otherwise the items are infrequent.  Any 
candidate itemset of size k, denoted by Ck is a potentially 
frequent itemset.  The algorithm begins by scanning the whole 
database to find the set of frequent 1-itemsets by counting each 
item in database.  The resulting set is called L1 which is used to 
determine the set of frequent 2-itemsets which in turn is used 
to find the set of frequent 3-itemsets and so on until no more 
frequent k-itemsets can be found.  In this way, it uses an 
iterative level-wise searching approach where k-itemsets are 
used to generate (k+1) itemsets.  If there are n items, we can 
generate 2n numbers of possible combination as given in 
Figure 1.  To reduce the search space and improve the 
efficiency of this level-wise frequent itemset generation, the 
concept of pruning is used.  This Apriori property states that if 
an itemset is not frequent, any large subset from it is also non-
frequent [2].  This condition leads to pruning of some 
candidate itemsets from the search space in the database.  It is 
shown in Figure 2.  

  
 

Figure 1:  Frequent itemset generation 
 

Although Apriori is a widely used technique for association 
rule mining several limitations could also be identified.  In 
Apriori, itemsets are discarded based on the given threshold 
value and that value is also fixed for all the higher order 
itemsets.  This static assumption leads to the discard of some 
of the interesting patterns by pruning.  Another problem of 
Apriori is high time complexity as every new level or high 
order itemset (k+1) is generated from the k itemset. 

In this paper, we address the above two limitations and 
propose new methodologies to find out the interesting missing 
patterns that are pruned by Apriori and also speedup the 
computation for quick decision making. 

The rest of the paper is organized as follows:  Section 2 
presents the related studies on the different improvised version 
of Apriori Algorithm and its applications.  Section 3 discusses 

the motivation of the work.  In Section 4, the methodology of 
our work is described and the results are discussed in Section 
5.  The paper is concluded in Section 6. 

 
Figure 2:  Apriori Principle of reducing number of candidates 

 
2 Related Work 

 
Apriori algorithm is one of the most widely used technique 

in data mining for frequent itemset calculation.  However, it 
has many drawbacks and these are critical to large dataset 
mining.  As a result, many researchers over the years have 
pointed out these problems and proposed different versions of 
improved Apriori algorithm.  In [15], a Frequent Pattern (FP) 
Growth ARM algorithm has been presented that removed the 
disadvantages of traditional Apriori and proved to be efficient 
in terms of number of database scan and time.  It [15] 
compresses a large database into a compact data structure 
Frequent Pattern (FP) tree [10] which is based on FP-Growth 
algorithm [10] and by recursively searching the tree, all 
frequent patterns are found.  The authors have shown that FP-
Growth algorithm outperforms the classical Apriori algorithm 
in terms of running time, number of database scan, but 
memory consumption is relatively high.  Reducing thenumber 
of dataset scans for enhancing efficiency of the algorithm have 
been shown by many researchers [11, 16, 18].  Another 
approach is seen in [3], where instead of scanning the whole 
database for frequent itemsets, the authors have focussed on 
selective scanning of only some specific transactions based on 
minimum support count.  It is seen by experiment that the total 
number of scanned transaction for candidate itemset generation 
is less when the same database uses standard Apriori and the  
improved Apriori [3] reduces the time consumed by 67.38% in 
comparison with the original Apriori.  Singh et. al [17] have 
also worked towards reducing the database scan time by 
cutting down unnecessary transaction records and redundant 
sub-items generation during the pruning stage.  The method 
eliminates the generation of candidates those having infrequent 
subset i.e., the itemsets having support count less than the 
specified threshold.  The authors have proposed an optimized 
method for Apriori algorithm which reduces the size of the 
database by introducing an extra attribute Size_Of_Transaction 
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(SOT), containing the number of items in individual 
transaction in database.  The improved algorithm [17] not only 
optimizes the algorithm for reducing the size of the candidate 
set of k-itemsets, Ck, but also reduces the I/O spending by 
cutting down transaction records in the database.  However, it 
has the overhead to manage the new database after every 
generation of frequent set of k-itemsetsLk. 

Minimizing the candidate generation is important for 
increasing efficiency of Apriori algorithm.  Factors such as set 
size and set size frequency are being used [1] to eliminate non-
significant candidate itemsets.  The author implemented both 
the original and modified algorithms and average results 
favoured the modified algorithm by 38% and 33% in terms of 
execution time and database pass respectively.  Apriori-
Improve algorithm [4] was mainly proposed to optimize 2-
itemset generation and transactions compression.  The authors 
have used hash structure for frequent 2-itemset (L2) generation 
directly from one database scan without generation of C1, L1 
and C2.  The searching cost is also reduced by replacing hash 
tree by hash table.  The algorithm used an efficient horizontal 
data representation and optimized strategy for saving time and 
storage space.  In another research work [19] two major 
bottlenecks of FIM were addressed.  These are: multitude of 
candidate 2-itemsets(C2) and the poor efficiency of counting 
their support.  The proposed algorithm, Reduced Apriori 
Algorithm with Tag (RAAT), reduces one redundant pruning 
operation of C2.  It is shown here how the use of transaction 
tag helps to speed up support calculation.  The paper concludes 
that for relatively small support, RAAT algorithm runs faster 
than the traditional one.  One more enhanced version of 
Apriori namely DCP (Direct Count of candidates & Prune 
transactions) [14] was proposed that focused on optimizing the 
initial iterations of Apriori when datasets are characterized by 
mainly short or medium length frequent patterns.  The main 
enhancements include database pruning techniques, use of an 
effective method for storing candidate itemsets and their 
support counting.  Application of improved Apriori algorithm 
was presented in [7] over a mobile e-commerce 
recommendation system.  The approach converts the 
transaction database into a corresponding binary matrix to 
accelerate the algorithm efficiency, initially filtering out 
unrelated data in the candidate sets and hence improving the 
mining efficiency too. 

 
3 Motivation and Objective 

 
In the traditional Apriori method a significant number of 

insignificant items or itemsets having ignorable support count, 
are generated in the interim stages.  Therefore, a pruning 
strategy is taken to eliminate those item sets.  The item sets are 
eliminated based on two conditions- 

 
If one of the sub-itemsets is infrequent then the itemset is 

infrequent. 
If the support count of the itemset is less than the threshold 

then the itemset should be pruned. 
 

Example 1:  Let us consider a 3-itemset {p, q, r} database 
whose support count is less than the threshold support count s 
whereas the support count of all its 2-itemset subset {p, q}, {q, 
r} and {p, r} is greater than or equal of s.  As per the approach 
of traditional Apriori although all the subset of a set is 
considered as frequent itemset, the superset {p, q, r} may 
become infrequent.  

In the above approach, there may be itemsets having 
frequent sub-itemsets though its support count is less than the 
threshold value.  If the sub-itemsets are valuable then keeping 
these itemsets together may add value to the business e.g. 
number of purchases of this larger set might increase resulting 
in the overall business growth. 

It is because Apriori algorithm considers static threshold 
value for all k-itemset.  In this example the itemset {p, q, r} 
can be an interesting pattern that has the potential to add value 
to the business.  In this study, these kinds of valuable patterns 
that are otherwise ignored in the Apriori method are identified.  
In real life business applications this can be used as a case 
where the company wants to sell multiple products together as 
a package and they can choose the itemset like {p, q, r} which 
will be become frequent over the time based on their business 
strategy.  Selling multiple products at a time is always a 
subject of interest for any business organization and this 
concept will help them in their business planning.  We are 
going to address the issues of missing itemset of Apriori 
Algorithm that are potentially the subject of interest and have 
huge business interest apart from making it faster.    

Furthermore in traditional Apriori to check whether an k-
itemset is valuable or not all the iterative steps starting from 
computing a single frequent item up to the k-itemset should be 
completed and that results in the exponential number of 
computations [2].  Henceforth decreasing the computations to 
identify business-critical frequent patterns is another challenge. 
We also address this issue here. 

In this work we have two unique objectives – (i) to identify 
the infrequent itemset, that has certain hidden business critical 
patterns but is generally pruned by the traditional Apriori 
method (ii) to reduce the computational complexity to identify 
the frequent patterns. 

 
4 Methodology 

 
In this work two unique algorithms are proposed to – (i) 

identify the hidden business critical patterns that are otherwise 
pruned by the traditional Apriori method (ii) reduce the 
computational complexity to identify the important patterns.  
The detailed approach is explained in the next subsections. 

 
4.1 Identifying the Hidden Business Critical Patterns 

 
In this work, a novel strategy is proposed to identify these 

business critical infrequent itemsets that would be otherwise 
pruned if the traditional pruning strategy is followed.  A 
modified Apriori algorithm (Algorithm 1) to generate the 
interesting patterns is proposed and explained here. 
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Algorithm 1: Algorithm Generate Interesting Patterns 
Input:  Transactional database, minimum threshold € 
Output:  All interesting items 
Begin 

1. Store all the frequent single items in 𝐿𝐿1 
2. 𝑘𝑘 ←  2 
3. While 𝐿𝐿𝑘𝑘−1  ≠ ∅ 

a. Compute all possible k pair combinations of items 
in 𝐿𝐿𝑘𝑘−1 and store in set 𝐶𝐶𝑘𝑘 

//Unlike traditional Apriori method, instead of 
scanning the entire database, the minimum support 
count of //immediate subsets is compared with the 
threshold to determine the interesting patterns 
b. For each item 𝑝𝑝 in 𝐶𝐶𝑘𝑘 

i. Compute minimum support of all subsets of p 
and store in 𝑠𝑠 

ii. If 𝑠𝑠 ≥ € 
𝐿𝐿𝑘𝑘 ← 𝑠𝑠 

c. 𝑘𝑘 = 𝑘𝑘 + 1 
4. return ⋃ 𝐿𝐿𝑘𝑘𝑘𝑘  

End 
 
The algorithm (Algorithm 1) begins with identifying all 

frequent single items by comparing them with the given 
threshold support count €.  After eliminating all the infrequent 
items the rest are stored in 𝐿𝐿1.  After that k-item set is found by 
combining all the k-1 items or itemsets with each other.  
Thereafter minimum support count of all possible subsets of 
each of the k-pair itemset is computed.  This support count is 
compared with the threshold support count € and if it is greater 
than or equal to € then the corresponding itemset is included 
otherwise it is pruned.  Some future potential business-critical 
items that are pruned in the traditional Apriori process are 
preserved here as demonstrated by the Example 2. 

In Table 1 and Table 2 the support count of 4-pair itemset 
{A, B, C, D} and support counts of all its possible subsets are 
shown.  The threshold support count is assumed to be 2. 

 
Example 2: 
 

Table 1:  Support count of 4-pair item set 
Itemset Support Count 

{A, B, C, D} 1 

 
In Table 1 it is observed that {A, B, C, D} has a support 

count 1 which is less than the threshold support count 2 
whereas support counts of all the 3-pair item sub sets are 
greater than the threshold value.  In the traditional Apriori 
pruning strategy {A, B, C, D} is pruned but in the proposed 
conditional pruning method since all the subsets are frequent, 
the superset is considered as an important itemset.  The novelty 

of this study lies here in discovering hidden patterns that will 
add to the business insight and market forecast. 

  
Table 2:  Support counts of 3-pair item sets 

 
 
 
 
 
 
 

4.2 Reduction of the Computational Complexity for 
Frequent Pattern Identification 

 
In the traditional Apriori method to identify whether an 

itemset of size k is frequent or not involves a large number of 
iterative stages.  All possible combination of items (except the 
pruned items) and their support counts are computed until the 
given itemset is found and it involves nearly n*(k-1) database 
scans where n is the total number of computed items or 
itemsets (n≅2^(k-1)) [2].  Therefore these repetitive database 
scans and large number of computations make the overall 
Apriori method significantly costly.  A unique top-down 
approach is proposed here to significantly reduce the 
computational complexity of interesting pattern identification.  
First frequent single items are found and thereafter all possible 
two pair itemsets along with their support counts are 
computed.  Here a no pruning strategy of 2-pair itemsets is 
taken for faster operation.  The results are internally stored for 
later use.  These two pair itemsets are periodically refreshed to 
have the updated items.  After computing and storing the 
interesting one item and two item pairs the next task is to 
check whether a larger itemset is frequent or important to the 
business.  The decision that whether a given pattern is 
important for the business or not is taken by observing the 
support counts of all possible two pair subsets of the larger set.  
If the support counts of all of the two pair items are greater 
than the threshold then the itemset is considered valuable.  The 
overall algorithm(Algorithm 2)  is described below. 

 
Algorithm 2: Algorithm Compute Frequent Single And 

Two Pair Items 
Input:  Source transactional database D and minimum 

support €. 
Output:  True if the given item set is frequent otherwise 

false. 
Begin 

1. Declare is Important = true 
2. Search for all single items whose support count is 

more than the threshold count € 
3. Compute all two pair items and store them in a list L. 
4. For item set I in L 

a. Compute the frequency of I in the source database 
D 

b. Store I and corresponding support count 

End for 

Item set Support Count 
ABC 2 
ACD 3 
ABD 2 
BCD 4 
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5. Store the items in the given pattern in a set S 
6. Compute all possible two pair subsets of set S and 

store them in Q 
7. For each subset s in Q 

a. Get the support count of s from the correspond-ing 
stored database value and store in s 

b. s ≥ € 
continue 

else 
 is Important = false 
 exit loop and go to step 5. 

End for 
8. print is Important 

End  
 
A sample source transactional dataset is shown in Table 3.  

The frequent single itemsets generated by scanning the 
transaction dataset considering a threshold of two is depicted 
in Table 4.  Again Table 5 depicts the set of all 2-itemsets. 

 
Table 3:  Transactional database 

Transactions Items 
T1 A, B 
T2 B, C, D 
T3 A, B 
T4 A, C 
T5 A, C, D 
T6 B, C 

 
 

Table 4: Frequent single itemsets 
Item Support count 

A 4 
B 4 
C 3 
D 2 

 
 

Table 5:  Two itemsets 
Item Sets Support Count 

AB 2 
AC 2 
BC 2 
AD 1 
BD 1 
CD 2 

 
 

Now to check a 3-item set {A, B, D} is frequent or not all 
possible two pair subsets and their support counts are obtained 
from Table 5.  Here the sub sets are {A,B}, {B,D} and {A,D}.  
Among all these two pair itemsets BD is infrequent since its  
 

support count is less than the threshold support count 2.  Hence 
ABD is considered as unimportant itemset.  As an another 
example if itemset {A, B, C} is considered, then all of its two 
pair subsets are frequent and hence it is considered as an 
interesting pattern. 

 
5 Results and Discussion 

 
In the traditional Apriori algorithm to check whether an n 

itemset is important or not, the iterative steps of the Apriori 
methods have to repeat to obtain all n pair frequent itemsets.  
Thereafter the given item is searched among those itemsets to 
know whether it is frequent or not.  In this study, a novel 
methodology is proposed where the traditional Apriori is 
followed to obtain two itemsets.  Thereafter the decision that 
whether a given itemset is interesting or not is taken by 
comparing the support counts of all the subsets with the 
threshold support count.  Since only two initial iterations of the 
traditional Apriori method is performed here, hence this 
method is computationally faster than the classic Apriori 
method.  The number of computations of Apriori algorithm is 
exponential and nearly equal to 2𝑛𝑛 where 𝑛𝑛 is the number of 
items.  In the proposed methodology since only two pair items 
are computed the number of  computations is reduced to  nC2 
i.e.  Table 6 gives a comparative study with respect to number 
of computations in both the methods while Figure 3 
graphically represents the study. 

 
 

Table 6:  Showing number of computations in both approaches 
Number of items Number of 

computations in 
traditional 

Apriori 

Number of 
computations in 

the proposed 
methodology 

3 8 3 
4 16 6 
5 32 10 
6 64 15 
7 128 21 
8 256 28 
9 512 36 

 
 

Apart from reduction in time complexity, mining the 
interesting patterns that are otherwise unexplored in traditional 
Apriori is another feature of this study.  As an example in 
Table 7 a sample retail dataset is shown. 

Now the single and two pair frequent items are shown in 
Table 8 and Table 9 considering threshold support count as 2. 

From Table 9 frequent 3-itemsets are computed according to 
traditional Apriori algorithm as shown in Table 10. 

According to traditional Apriori only the set { Bread, Butter, 
Jam } is considered as frequent or as important itemset as its 
support count is greater than the minimum support count.  All 
other three itemsets (showed in the dashed rectangular area – 
Table 10) are discarded. 
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Figure 3: Comparative study of number of computations between traditional Apriori and the proposed method 
 
 
Table 7:  Retail dataset 

Transactions Item pattern 
T1 Bread, Butter, Jam 
T2 Bread, Jam 
T3 Milk, Bread 
T4 Milk, Bread, Butter 
T5 Bread 
T6 Butter, Milk 
T7 Bread, Butter, Jam 

 
 

Table 8:  Frequent single itemsets 
 

 
 
 
 

 
 

Table 9:  Frequent 2-itemsets 
 
 
 

  
 
 
 
 
 

Table 10:  Frequent 3-itemsets 
 
 
 
 
 
 

In this study after computing the frequent two itemsets the 
repetitive steps of Apriori are not continued, instead a top 
down approach is taken to mine the interesting patterns. As 
mentioned in Section 3, a particular itemset is considered as 
interesting if all the subsets are frequent.  Here source database 
is not scanned again to find the frequency of the pattern.  The 
item superset is considered as valuable if the minimum support 
count of all the subsets is greater than the threshold support 
count.  The corresponding computations are shown in Table 
11.  

 
 

Table 11: Mining of interesting patterns in the proposed 
approach 

Itemset Subsets Min 
subset 
support 
count 

Selected / 
Discarded 

{Bread, Butter, 
Jam} 

{Bread, Butter}, 
{Bread, Jam}, 
{Butter, Jam} 

2 Selected 

{Bread, Milk, 
Jam} 

{Bread,Milk}, 
{Bread,Jam}, 
{Milk, Jam} 

1 Discarded 

{Butter, Milk, 
Jam} 

{Butter,Milk}, 
{Bread,Jam},{ 
Milk, Jam} 

1 Discarded 

{Milk,Bread, 
Butter} 

{Milk, Bread}, 
{Milk, Butter}, 
{Bread, Butter} 

2 Selected 

 
 
In the above analysis it is observed that in traditional Apriori 

the combination {Milk, Bread, Butter} is ignored whereas in 
the proposed methodology this is considered as a potential 
interesting pattern.  Hence for the retail market the 
combination { Milk, Bread, Butter } can be tried to check 
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Items Support count 
Bread 6 
Butter 4 
Milk 3 
Jam 3 
 

Item pair Support count 
Bread, Butter 3 
Bread, Jam 3 
Milk, Bread 2 
Milk, Butter 2 
Butter, Jam 2 
Milk, Jam 1 
  
 

Item set Support count 
Bread, Butter, Jam 2 
Bread, Milk, Jam 0 
Butter, Milk, Jam 0 
Milk, Bread, Butter 1 
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whether it will add value to the business or not.  To check if a 
given itemset of any length is frequent or not, all possible two 
pair subsets are computed and the minimum support count of 
the subsets is compared with the threshold support to identify 
whether it is valuable or not. 

 
6 Conclusion 

 
Apriori algorithm is widely used by different business 

applications to identify the frequent itemset.  But it misses 
some interesting business patterns.  Here we identify these 
patterns to generate the itemset that can be useful for the 
organization to sell multiple products as a package.  This will 
help the organization to increase the sales of the products 
which are below the threshold level.  As the users get the 
chance to use these additional products at a little extra cost (the 
package of products are sold at discounted price) they may like 
it and may purchase that product individually also.  Without 
spending a huge amount for the advertisement, the sales of the 
product will get a boost using our proposed approach.  We also 
address another major drawback of the Apriori algorithm that 
is the higher number of computations.  Our proposed 
methodology based on 2 itemsets drastically reduces the 
computational time.  In Section 5 we have explained the 
computational benefit of our proposed method over Apriori.  
Henceforth the proposed approach will help the organization to 
identify the missing business pattern and to develop the 
business strategy based on these additional itemsets at a 
fraction of time over Apriori.  The proposed method can be 
experimented over different big data tools for faster execution 
time.  Further improvement is possible by incorporating 
parallelism in computation process may be introduced by using 
the concept of Mapreduce in Hadoop framework or Sharding 
in MongoDB. 
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An Adaptable Memory System Using Reconfigurable Row DRAM To Improve
Performance Of Multi Core For Big Data
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Abstract

Multi-core based systems access DRAM using multiple
different addresses that could map to different rows in the same
bank at the same time, causing row conflicts forcing them to
wait to activate one row at a time. We present an adaptable
memory using reconfigurable row DRAM that divides rows into
many segments and uses special latches to allow many accesses
that map to different physical rows to form one adaptable logical
row accessed by multi-core as one physical row. The adaptable
row accesses different rows in a pipeline fashion by overlapping
the long DRAM access time between the different accesses. The
results show that the adaptable memory system improves the
scalability of multi-core by up to 300% and could gain more
from improving processor speed and global cache miss rate and
memory-processor bus bandwidth.

Key Words: Reconfigurable architectures; memory systems;
DRAM; access patterns; pipelining; scalability of multi-core;
big data.

1 Introduction

The processor speed and computing power have continuously
increased due to advancements in technology. This increase in
processor power depends on delivering data and instructions
to the processor from memory at the processor speed.
Unfortunately, current memory systems cannot offer the
processor its data at the required rate [1,5,11]. Computer
performance depends on the memory system to provide multi
core with data at high rate. If the memory system fails to deliver
the required data rate, it will become the limiting factor to the
system performance [1,2].

The cache system has been used to solve this problem
by moving parts of data to a fast memory that can match
the processor speed. The cache system cannot fully isolate
fast processor from the slow main memory. The cache has
misses and the processor have to visit the main memory to
get data when information is not in cache (misses). These
misses represent the portion of processor time that limits the
overall system performance improvements. Furthermore, cache

*Department of Electrical, Computer and Biomedical Engineering. Email:
nmekhiel@ee.ryerson.ca

performance cannot be improved continuously by changing any
of its parameters (size, associativity, speed, ..) and reaches a
point of no return with respect to its parameters [2].

DRAM designs offer high bandwidth that depend on using
multibank and fast page access mode. In fast page mode,
accesses that exist in same DRAM row can be retrieved at a
much faster speed (fast page mode). The large data streams in
the applications can be mapped to the same row and benefit from
this mode. With multibank, more than one active row can supply
a processor with fast accesses from different parts of memory
[3,9]. However, a multi-core system has many different accesses
to different rows at the same time for the same bank.

The contribution of this paper is to reduce the impact
of DRAM on the performance and scalability of parallel
computing when accessing big data with irregular access
patterns. Irregular accesses map to different DRAM rows, cause
row conflicts and increase DRAM access time. Performance
gain of parallel computing is limited by the slowest portion
that cannot be improved. Our method applies parallelism to
the slowest DRAM accesses that is related to activating rows
by pipelining and overlapping these accesses when mapped to
different rows.

2 Backgound

DRAM has been through numerous changes to its design
from the basic DRAM architecture to the asynchronous to the
fast page mode (FPM) to the extended data-out (EDO) to the
burst-mode EDO to the synchronous(SDRAM) [4].

The changes have been relatively minor in terms of their
implementation cost and have increased DRAM throughput
significantly. Compared to the asynchronous DRAM, FPM
simply allows the row to remain open across multiple CAS
commands, requiring very little additional circuitry. To this,
EDO changes the output drivers to become output latches so
that they hold the data valid on the bus for a longer period.
To this, BEDO (EDO with Burst) adds an internal counter that
drives the address latch, so that the memory controller need not
supply a new address to the DRAM on every CAS command
if the desired address is simply one-off from the previous CAS
command. Thus, in BEDO, the DRAMs column-select circuitry
is driven from an internally generated signal, not an externally

ISCA Copyright© 2021
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generated signal: the source of the control signal is close to the
circuitry that it controls in space and therefore time, and this
makes the timing of the circuits activation more precise. Lastly,
SDRAM takes this perspective one step further and drives all
internal circuitry (row select, column select, data read-out) by a
clock, as opposed to the RAS and CAS strobes [4].

3 Motivations

In general, DRAM architectures have limitations due to the
following problems :

• DRAM architectures allow one active row per bank, which
limits the ability of multiple accesses from current multi-
core chip to access the same bank if the accesses map into
different rows in the same bank.

• Only one row at a time can be activated, thus can have one
open row per bank at any time. Multiprocessor shares data
that map to the same area of memory, and likely in the same
bank with different rows, therefore current architectures
are not suitable for multi-core.

• Characteristics of software applications are not suitable
for DRAM architectures. Program data could map in
two different rows in one bank. Each time the program’s
accesses one row, the other row is forced to be closed
because it is in the same bank, when it finishes, it goes
back to the closed row and must open it, necessitating it
to close the current row that has just been activated. Each
time a row is closed, it precharges the bank, then latches
the accessed row which wastes time and limit the ability of
DRAM to provide fast accesses to processors.

• As performance of single processor is reaching a
diminishing return, processor makers are now moving
towards multi-core architecture with 8-core or 16-core in
a single chip. The performance of the computer is limited
by memory bandwidth [7,8].

What we need is a DRAM that is capable of providing a
single processor or multiprocessors with high bandwidth using
a new architecture that allows DRAM to have more than one
location active in the same bank and is not restricted to one
active row per bank in DRAM. Therefore, it must have many
partial rows active and map them to multiple of physical DRAM
rows in one bank, allowing multiple threads to access these
active partial rows as if there is a logical row that changes its
mapping to become adaptable to processors access patterns and
includes many physical rows in a bank. The active row must be
constructed based on the processor order of accesses and not by
the order of columns in a physical row (adaptable to processor
access patterns) [6].

4 The Concept of Reconfigurable Row DRAM
”RRDRAM”

DRAM physical row consisting of a number of columns that
are fixed and defined on DRAM array. Through this paper, we

assume a simple DRAM array of 1024 rows, each row has 1024
columns that could be accessed when the row becomes active.
If the processor requests an access that is not in the same active
row in the accessed bank, it must activate a new row and adds
all the time delays associated with opening a new row.

The processor access is usually for one location that maps to
a single column in the accessed row, then a burst mode is used to
transfer one cache block from the same active row. With multi-
core many different accesses are requested from the memory,
these accesses could map to different rows, forcing memory
controller to close some active rows and open new rows which
increases the access time.

The frequency of accessing DRAM in a multi-core system
is multiple times of the single processor. This causes DRAM
to open and close many rows very frequently increasing the
accesses time and power. The root of the problem is having
one fixed physical row activated per bank. A row consists of a
number of columns that are used for accesses, and may be only
one location of DRAM array that is 1024x1024, could be used
in the fast page mode. This is less than .0001% of the DRAM
array size. Having one physical row which either can be active
or not at a time is not suitable for accesses that come from the
multiprocessor and more likely map into many rows at a time.

We should have a memory that is not restricted to a fixed
physical row as the current DRAM architecture dictates. A
reconfigurable row is a logical row that is not restricted to the
DRAM physical row.

If we divide each physical row into segments or sections,
that each represents a smaller row of locations, that has for
example, only 64 columns each representing a partial row. The
size of row segment or section depends on the cache block size
and application requirements and implementation. Each row
segment or section could be active, therefore creating a logical
row that is adaptable for physical rows when changing [6].

Figure 1: DRAM organization

Figure 1, shows a conventional DRAM organization being
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accessed by a processor to deliver data from four locations in
the DRAM array: A0, A1, A2, and A3. Assuming that A0 maps
to row Row896, A1 maps to Row82, A2 maps to Row234 and
A3 maps to Row567. This conventional DRAM system must
precharge and activate R896 (Row896) to supply data for A0,
then precharge and activate R82 and wait to supply data for
A1, followed by the same operations for A2 and A3. This
requires that total access time is four of random accesses =
4 *(precharge + ROW access + Column access + Transfer).
In the reconfigurable row system, it will only use one active
logical row and burst the four accesses from the latched data on
sense amps, therefore total time of four accesses is one random
access plus three fast page accesses= Precharge + Row access +
Column access + 4 *transfer.

Figure 2: Mapping accesses in adaptable row DRAM

Figure 2 shows the adaptable row system in accessing the four
addresses A0, A1, A2 , A3 for the above example. Although
these addresses map to different four rows R896, R82, R234
and R567, the logical row is formed to contain only four partial
rows. The other row segments are not included in the activated
logical row, therefore leaving 12 partial rows available and
precharged for the next group of accesses. It uses only a portion
of the total sense amps leaving the rest available for next access.
It should also be noted that in the reconfigurable row, because
a large portion of DRAM array will be ready and precharged,
latching new rows, and columns for the next accesses could be
completely overlapped and interleaved with data transfer to the
processor.

The latching of row segments allows the row address to
change and be decoded, while accessing present row segments.
This is a pipelining of accessing DRAM in which segments are
used and accessed in parallel by overlapping their delay time of
precharging, latching, decoding and access as explained below
in system operation.

5 The Reconfigurable ROW DRAM ”RRDRAM” System

5.1 The Basic System

The basic reconfigurable row for DRAM maintains the same
interface to the outside system. It uses the same DRAM core of
an array of columns and rows and the same storage elements of
single capacitor. The main difference is in using multiple row
segment latches, with each latch having a number of flip flops
equal to the number of rows in the DRAM array. For example, if
the DRAM array is 1024x1024, then these row segment latches
have 1024 flip-flops each. Each physical row in DRAM array
is divided into multiple segments, each segment is connected to
one output of the corresponding segment row latch [6].

Figure 3: Block diagram for reconfigurable row DRAM

Figure 3 shows a block diagram for a reconfigurable row for
DRAM. Multiple row segment latches. RLSn are used to latch
the decoded row of an accessed segment, each time there is a
request to access DRAM.

The outputs of these RLS latches control the word lines of
a specific row segment and each output is connected to 1 word
line of a segment. For 1024x1024 and 16 segments, there are
1024 outputs from each of RLS and each output is connected to
64 of word lines to activate the segment for 64 cells.

Figure 4 shows a more detailed schematic diagram to the
RRDRAM for each segment of the different rows being latched
by its corresponding segment row latch using k flip-flop, where
k is the number of rows in DRAM array and n is the number of
segments in each row, thus requiring nxk Flip-Flops in total per
the DRAM array. The flip-flops use RlClk to activate one flip-
flop that has its row = 1. ROW signals are activated by the row
decoder when a valid access is requested. The column decoder
shown is used to generate the proper RlClk for one segment at a
time. RlClk is generated to latch 1 at flip flop for the segment in
the intersection of accessed row and accessed column in DRAM
array.
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Figure 4: Block diagram for row segments of reconfigurable
row DRAM

6 System Operation

6.1 Pipelined Operation

Our RRDRAM uses the same known DRAM technology,
therefore it requires the same timing to access data from one
location. In conventional DRAM the following are the basic
operations that must be performed for a DRAM operation (read
or write):- 1-Precharge operation wait for Tpr then 2-Latch a
valid row address wait for Trcd then 3-Latch a valid column wait
for Tcac then 4-access data In RRDRAM, the use of different
latches for row address, column address and latches for the
decoded rows in a segment (RL) and the latch for multiple
decoded columns (Column decoder Latch) allows the system
to overlap multiple accesses to different DRAM rows similar to
processor pipelining of instruction execution.

Figure 5: State diagram for pipelined operation in
reconfigurable row DRAM

Figure 5 shows a state diagram for the pipelined operation
of RRDRAM using the system of latches given above. The
following are the different states for multiple DRAM accesses
to different rows in RRDRAM:

• S0 (time t0): The row address of the first access is applied
to the DRAM multiplexed address and is latched by row
address latch at time t0. The row decoder immediately
starts to decode this row address.

• S1 (time t1): The memory controller applies the column
address of first access to DRAM multiplexed bus and is
latched by the column address latch at time t1. The column
decoder starts immediately decoding this column address.
The segment decoder decodes a portion of that address
corresponding to the segment selection and makes one
output active that corresponds to the accessed row segment.

• S2 (time t2) and S0 of second access: The system starts the
second access by applying the row address of the second
access similar to the first access in S0. It also continues
with the first access by latching the decoded row from the
row decoder in the corresponding RL latch by one of RlClk
generated from the segment decoder circuit. It also latches
the decoded column for the first access in the column
decoder latch and keeps previous accessed columns in the
active latch by the feedback.

• S3 (time t3) and S1 of second access: The first access
is waiting for Trcd and the accessed row is being active
and applied to the word line of the selected row segment
from the corresponding RL latch. The second access is
continuing in S1 similar to access 1 to latch its column
address. It is important to note that the first access column
has been captured and stored in the column decoder latch
in S2.

• S4 (time t4), S2 of second access and S0 of third access:
The first access asserts its active column to the bit line to
access the data. The second access latches the decoded row
in RL latch similar to first access in S2 and also latches the
decoded column. The third access starts in applying a row
address to the multiplexed bus similar to first access in S0.

• S5 (time t5) ,S3 of second access and S1 of third access:
The first access waits for Tcac to get data. The second
access waits for Trcd and accessed row is applied to word
line as in S3 for first access. Third access is in S1 to latch
column address and decode segment.

• S6 (time t6), S4 of second access and S2 of third access:
First access has its data ready and valid. The second access
asserts its active column to the bit line to access the data.
The third access is latching the decoded row from the row
decoder in the corresponding RL latch by one of RlClk
generated from the segment decoder circuit. Also it latches
the decoded column for the first access in the column
decoder latch and keeps previous accessed columns in the
active latch by the feedback.

At S6 data is ready for access 1, after two cycles data is ready
for access 2, after two cycles data is ready for access 3. When
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access 1 delivers its data at S6, RRDRAM starts immediately
precharging the segment of access1. In this way the precharge
time is hidden and pipelined with other accesses. The second
and third accesses follow the same method making all accesses
pipelined in precharge, latching, decoding, access time and data
delivery.

6.2 Timing for System Operation

Figure 6: The timing of pipelined operation in RRDRAM

Figure 6 shows the timing of the RRDRAM operation given
above with the state diagram. The address bus supplies row and
column address for each access through the use of a multiplexer
in the memory controller as in any conventional DRAM. The
next access address is supplied to the address bus without the
waiting for data to be accessed from DRAM for the first access.
The memory controller keeps supplying the RRDRAM address
bus by new accesses every two clock cycles. The bus speed
could be increased compared to conventional DRAM because
of the use of latches in RRDRAM. Each address is latched
immediately and stored in the latch to be decoded.

The access to first address starts by latching the row in LR0
assuming that LR0 is used for access 0. LC0 is used to latch
column address for first access 0. The partial row is then
activated through applying the output of its RL latch to the
word line of the segment in LS0. The system waits, then uses
the output of column latch to activate bit line and access the
data after waiting for one cycle as shown in data bus as D0.
After each segment delivers its data it goes through precharge
individually without the need to precharge the whole bank as in
conventional DRAM.

Other accesses, access 1 and access 2 time is overlapped with
each other in a pipeline fashion to deliver data at a rate of 1
access every two cycles regardless of row number, therefore
more than one physical row could be accessed in parallel.

7 Performance Evaluation of RRDRAM

7.1 Conventional Single Processor Model

T s = T p×Ni+M×Ni× (Ta+T f ) (1)

Ts is the execution time for single processor using conventional
DRAM
Tp= processor cycle time and could be less than 1 for
superscalar
Ni=number of instructions in an application
M=Cache Miss rate
Ta=main memory access time to activate DRAM Row and
access first location
Tf=time to transfer 1 block of cache using memory bus

7.2 Conventional Multiprocessor Model Using DRAM

T m = T p×Ni+N p×M×Ni× (Ta+T f ) (2)

Tm is the time to execute multiple parallel processes on
multiprocessor system using conventional DRAM where Np is
number of processors. The total number of misses to external
shared main memory will be proportional to Np as they have to
be serviced in a serial fashion from one shared memory.

The processor execution time is overlapped among multiple
processors working in parallel, but accesses to shared memory
must be serialized.

Scalability = N p×T s÷T m (3)

The scalability is calculated by dividing the total time that
a single processor spends to execute same Np number of
processes in serial fashion by the time that multiprocessor takes
to execute same number of processes in parallel as given by
Equation (2).

7.3 Conventional Multiprocessor Model Using RRDRAM

T m(R) = T p×Ni+M×Ni× (Ta+N p×T f ) (4)

Tm(R) is the time to execute multiple processes on a
multiprocessor system with RRDRAM where Np is the number
of processors.

Scalability = N p×T s÷T m(R) (5)

The total time to access the external main memory RRDRAM
will be the first access time Ta to DRAM then overlap the rest
of access times with Np transfer times to fill Np caches.

The scalability is calculated by dividing the total time that
a single processor spends to execute same Np number of
processes in serial fashion by the time that multiprocessor takes
to execute the same number of processes in parallel as given by
Equation (4).
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7.4 Parameters of the System

Assuming a SPEC CPU2000 [10] benchmark application in a
processor running at 3.3 GHz.
IPC = 2 from using superscalar.
Tp = .15n average.
Ni= depends on the workload and changes from .774 to 14.6
billion instructions for SPEC CPU2000. We assume Ni = 1
billion.
M depends on the application and the cache. It can vary from
.0002 to .001, We assume M=.0006 for SPEC CPU2000 , 64 KB
L1 caches and is the same for all systems.
We assume Ta= 30 ns for a typical DRAM, this is the access
time to get first data element.
We can calculate the cache block transfer time as: similar to
Intel multi core that has about 10 GB/S (1.33 GHz and bus = 8
B) Tf = 128/10 = 12.8 ns.

7.5 Scalability of DRAM and RRDRAM Systems Results

Figure 7: Scalability of multiprocessor systems using DRAM
versus RRDRAM

Figure 7 shows the results of multiprocessor scalability when
using conventional DRAM and RRDRAM versus the number
of parallel processors.

The systems parameters are: processor speed is 3.3 GHz,
DRAM and RRDRAM access time Ta is 30 ns, Global Cache
miss rate is .0006 and memory bus bandwidth is 10 GB/s.
The effect of DRAM and RRDRAM is significant to the
performance and scalability of multiprocessors limiting its
scalability for a large number of processors. This shows that
the memory gap is still an issue that should be dealt with for
parallel computing. This confirms the Amdahl’s law that the
portion of time that cannot be improved remains the system
bottleneck to overall performance gain.

The multiprocessor using RRDRAM significantly improves

scalability of the system compared to the system using
conventional DRAM up to 300%.
Scalability of multiprocessor using DRAM reaches its
maximum at a low number of processors while the
multiprocessor using RRDRAM reaches its maximum
performance at a higher number of processors.

7.6 Scalability of DRAM versus RRDRAM Systems Using
different Processor Speed

Figure 8: Scalability of multiprocessor systems using DRAM
versus RRDRAM with different processor speed

Figure 8 shows the scalability of both systems when changing
processor speed from 1 GHz to 4 GHz. The multiprocessor
system using conventional DRAM gains much less than the
system using RRDRAM for improving processor speed. The
system using DRAM only improves its scalability by 20% for
four times increase in processor speed. The system using
RRDRAM improves by 40% for same processor speed increase.
This indicates that RRDRAM gains more from increasing
processor speed and technology could use both improvements in
the number of transistors and improvements speed of transistors
to continue in improving the gain of multiprocessor scalability.

The results also show that RRDRAM system using a faster
processor gives the same scalability when using 20 faster
processors as the same system using 70 processors if using
slower processors. The DRAM based system with slower
processor speed needs to use 100 processors to get the same
scalability of 20 faster processors. This indicates that the system
using RRDRAM gains more from increasing processor speed
than the system using DRAM.

7.7 Scalability of DRAM versus RRDRAM Systems Using
different Miss Rate

Figure 9 shows the scalability of both systems when changing
global cache miss rate. The miss rate changes by eight times
from .0003 to .0024.
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Figure 9: Scalability of multiprocessor systems using DRAM
versus RRDRAM with different miss rate

The multiprocessor system using conventional DRAM
improves its scalability by 200% from 6 to 12 when miss rate
improves by eight times.

The multiprocessor system using RRDRAM improves its
scalability by 180% from 18 to 32 when miss rate improves by
eight times.

This indicates that both systems are more dependent on the
performance of their DRAM and RRDRAM memory and that
the memory gap between processor speed and memory speed is
still a bottleneck for the performance of computer systems.

The result shows that if global miss rate is high, the scalability
of both systems is drastically reduced, for the system with
DRAM its scalability decreases from 12 to 1 by 1200%, when
miss rate increases by eight times. The scalability of the system
using RRDRAM deceases from 32 to 5 by 600% and is less
dependent on miss rate.

7.8 Scalability of DRAM versus RRDRAM Systems Using
different Memory Bus Bandwidth

Figure 10 shows the scalability of both systems when using
different memory to processor bandwidth. Bus bandwidth
changes from 2.5 GB/S to 20 GB/S by eight times. This causes
transfer time Tf of a 8 B block to the cache from 6.4 ns to 51.2
ns.

The system using RRDRAM improves its scalability from 5
to 32 by about 600%. The system using DRAM improves its
scalability from 2 to 7 by 350%. This indicates that RRDRAM
system gains more from improving the memory bus bandwidth.

8 Conclusions

Multi-core based system performance depends on using
suitable memory system able to provide it with low latency and
high bandwidth. The conventional DRAM with one row per

Figure 10: Scalability of multiprocessor systems using DRAM
versus RRDRAM with different transfer time

bank is not suitable to handle the requirements of a multi core
that access memory with different addresses simultaneously.
High bandwidth obtained by fast interface cannot help the
performance of a multi core system when using conventional
DRAM.

Our proposed RRDRAM is able to offer multi-core better
scalability for data with irregular access patterns that have
different addresses mapped to different physical rows and
accessed in a pipelined fashion as if it is in one physical
row. The scalability of the system using RRDRAM is multiple
fold that of the same system using DRAM. Using RRDRAM
also enables multiprocessor system for benefiting from faster
processors and higher bandwidth of memory bus. The speed
gap of processor memory becomes less severe when the system
uses RRDRAM.
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Abstract

Cancer subtyping remains a challenging task in microarray
data analysis. The major goals of a successful cancer subtyping
system are accuracy and reliability. Cluster analysis techniques
have proven to be effective in this area. To facilitate further
development in cancer subtyping based on microarray data, we
provide a comprehensive review of the major cluster analysis
algorithms from the clinical and computational domains that
have been applied on microarray mRNA expression data and
miRNA expression data for cancer subtyping, as well as
other clustering algorithms with potential application in cancer
subtyping.

Key Words: Algorithms, cancer subtype detection, data
clustering, microarrays

1 Introduction

Clustering is an interdisciplinary research topic and is
also known by researchers in different fields as unsupervised
learning, exploratory data analysis, grouping, clumping,
taxonomy, typology, and Q-analysis [138]. Cluster analysis is
defined as ‘a statistical classification technique for discovering
whether the individuals of a population fall into different groups
by making quantitative comparisons of multiple characteristics’
and its first known use was in 1948 (Merriam-Webster Online
Dictionary, 2013). The clustering algorithm was first developed
by biologists in numerical taxonomy study in 1963 before
being utilized by statisticians [134]. Clustering is used
for class discovery, i.e. exploration or discovery of the
underlying patterns of a dataset by separating the dataset
into groups, with little or no prior knowledge [86, 136, 254,
255]. Clustering is also used for natural classification, i.e.
identifying the degree of similarity among organisms, and
compression, i.e. organizing and summarizing data using cluster
prototypes [138]. Clustering has become increasingly popular
as society increasingly generates an overwhelming amount of
data, and it is often used as the first step in data analysis or as a
preparation step for experimental work [163, 256].

There is no universally agreed upon definition of
clusters [86]. A cluster is a set of objects that are compact
(or similar to each other) and isolated (or dissimilar) from
other clusters. In reality, cluster definition is subjective, and
its significance and interpretation requires related domain
knowledge [138]. Similarity measure is used by clustering

*Department of Computer Science and Engineering. Email:
fred.harris@cse.unr.edu

methods to calculate the similarity between two objects.
Different similarity measures will have different clustering
results, as some objects may be similar to one another using
one measure but dissimilar using another. Similarity between
two objects can be measured in different ways, and the three
dominant methods are distance measures, correlation measures,
and association measures [134]. Common similarity measures
include Euclidean distance, Manhattan distance, Maximum
norm, Mahalanobis distance, Pearson coefficient, Spearman’s
rank correlation coefficient, angle between two vectors, and the
Hamming distance.

Since the process of clustering is subjective, judging the
relative efficacy of clustering methods is difficult [20, 139].
Cluster validity is used to assess clustering results and can be
classified into three categories: a) Internal validities formulate
quality as a function of the given data set [130]. Examples
include Dunn’s Validity Index, Silhouette Value, Hubert Gamma
Statistic, Entropy, Xie-Beni, Normalized Mutual Information.
b) External validities assess quality by additional external
information such as category labels [130]. Examples include
Jaccard Index, Rand Index, Adjusted Rand Index, Variation
of Information, Kappa Statistic, CA. c) Relative validities
evaluate a clustering result by comparing it to results from other
clustering methods.

The procedure of cluster analysis includes four steps [254]:
Step one is feature selection or extraction. Feature selection
selects a subset of all features, and feature extraction
generates novel features from the original ones by using some
transformations [31, 135, 139, 254]. Step two is clustering
algorithm design or selection. Since clustering algorithms
group objects based on some proximity measure, this step
usually includes choosing an appropriate proximity measure
and construction of a clustering criterion function, creating an
optimization problem that has been well studied in the literature.
Step three is cluster validation. This step calculates a confidence
level for the clustering results. Step four is results interpretation.
This step provides meaningful insights from the data.

There is no single clustering algorithm that performs best
across all problems or data sets [152, 254]. Therefore, it is
important to study the characteristics of the problem and use
an appropriate clustering strategy [254].

Properties to be considered in choosing a clustering algorithm
include [28]: a) feature type (numeric and non-numeric), b)
scalability (large datasets), c) handling high dimensional data,
d) finding clusters of irregular shape, e) handling outliers, f)
time complexity of the algorithm, g) data order dependency,
h) assignment type (hard or strict vs. soft or fuzzy), i) prior
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knowledge and user defined parameters dependency, and j)
interpretability and visulization of results.

Despite many examples of successful applications of cluster
analysis, there still remain many challenges due to the existence
of many inherent uncertain factors [254]. The following
fundamental challenges in clustering [136, 138] are relevant
even today [138]: a) definition of a cluster, b) selection of
features, c) normalization of the data, d) outlier detection,
e) definition of pair-wise similarity, f) number of clusters,
g) selection of clustering method, h) existence of clustering
tendency, and i) validity of the clusters.

Some recent trends in clustering include [138]: semi-
supervised clustering utilizing external or side information;
interactive clustering, where a user can specify or change
program parameters based on domain knowledge or results
from previous clustering iterations; clustering ensembles, where
the partitions resulting from different algorithms (or the same
algorithm with different parameters) are combined; multi-
objective clustering, where the clustering algorithm optimizes
multiple specific objectives; large-scale clustering, which
handles very large databases; multi-way clustering, which
extends the bi-clustering framework and simultaneously clusters
heterogeneous components of the data objects [26]; and
heterogeneous data clustering for data comprising multiple
types, such as rank data, dynamic data, graph data, and
relational data [134].

Clustering techniques can be organized into categories.
Different criteria may result in different categories of
clustering algorithms [254]. Furthermore, categorization of
clustering algorithms is not straightforward or canonical,
and categories can overlap [28]. For convenience, in this
review we use the following taxonomy, which is also widely
used in the literature: hierarchical clustering (Section 2),
partitioning clustering (Section 3), graph-based clustering
(Section 4), distribution-based clustering (Section 5), density-
based clustering (Section 6), grid-based clustering (Section 7),
clustering big data (Section 8), clustering high dimensional data
(Section 9), and other clustering techniques (Section 10).

2 Hierarchical Clustering

Hierarchical clustering algorithms organize a data set into a
hierarchical structure according to a similarity measure [254]. It
is based on the belief that nearby objects are more related than
objects that are farther away [183]. These algorithms connect
objects based on their similarity to form clusters, which is
usually represented using a dendrogram. Hierarchical clustering
algorithms differ in the choice of similarity measures, the
linkage criterion (distance between clusters), and whether the
process is agglomerative (bottom-up) or divisive (top-down).
Agglomerative hierarchical clustering starts with singleton
clusters and then recursively merges appropriate clusters, and
divisive hierarchical clustering starts with one cluster containing
all objects and recursively splits appropriate clusters [28].

Divisive clustering is very expensive in computation [86]

and is not commonly used in practice [254]. We focus on the
agglomerative clustering first and then mention two divisive
clustering algorithms named MONA and DIANA [146, 254].

There are many agglomerative hierarchical clustering
algorithms based on different linkage criterion. The single
linkage method or nearest neighbor method [110, 136, 215,
220, 221, 254] uses the distance between two closest objects
in different clusters, and the shortest distance determines
the merge of two clusters. The complete linkage method
or farthest neighbor method [67, 149, 223, 254] uses the
distance between two farthest objects in different clusters,
and the shortest distance determines the merge of two
clusters. These two methods are the simplest and most
popular [254]. Average linkage methods include UPGMA
(Unweighted Pair-Group Method using Arithmetic averages),
WPGMA (Weighted Pair-Group Method using Arithmetic
averages), UPGMC (Unweighted Pair Group Method using
Centroids), and WPGMC (Weighted Pair Group Method using
Centroids). UPGMA and UPGMC use a simple average,
while WPGMA and WPGMC use a weighted average where
the weight is the inverse of cluster size. UPGMA [63, 87,
136, 220, 222] uses average distance between two objects in
different clusters, and the shortest average distance determines
the merge of two clusters. WPGMA or weighted average
linkage method [182] uses weighted average distance between
two objects in different clusters, and the shortest average
distance determines the merge of two clusters. UPGMC or
centroid linkage method [220] uses Euclidean distance between
unweighted centroids (calculated by arithmetic mean) of
different clusters, and the shortest distance determines the merge
of two clusters. WPGMC or median linkage method [220]
uses Euclidean distance between weighted centroids of different
clusters, and the shortest distance determines the merge of two
clusters. Minimum-variance method or Ward’s method [245]
considers the relationship of all objects in a cluster. Its objective
is to form clusters such that the increase of variance within each
group is minimized [247]. Further readings about these methods
include [86, 254, 259].

What follows are examples of divisive hierarchical clustering
algorithms. DIANA [146] (DIvisive ANAlysis Clustering)
selects in each dividing step the cluster with the largest diameter
and divides it into two new clusters. MONA [146] (MONothetic
Analysis Clustering of Binary Variables) divides clusters based
on a single well-chosen variable (or feature), whereas most other
hierarchical methods use all variables (or features).

Advantages of hierarchical clustering are a) Good
visualization with dendrogram representation [136, 231,
254, 256], b) Very informative descriptions with dendrogram
representation [136, 231, 254, 256], and c) Flexibility regarding
the number of clusters, since the clustering results can be
obtained by cutting the dendrogram at different levels.

Disadvantages of hierarchical clustering are [254, 256]: a)
Lacking of robustness and sensitivity to noise and outliers. b)
High computational complexity, which limit their application
on large scale data. c) Tendency to form clusters with
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spherical shapes instead of natural shapes. d) Prone to reversal
phenomenon [189].

BIRCH [269] (Balanced Iterative Reducing and Clustering
using Hierarchies) clusters incoming data objects incrementally
and dynamically. It first builds a CF (Clustering Feature)
tree dynamically as new data objects are inserted and then
applies an agglomerative hierarchical clustering algorithm to
the nodes represented by their CF vectors. After obtaining a
centroid for each cluster, it assigns each data object to its nearest
centroid. CURE [112] (Clustering Using REpresentatives) uses
a number of representative data points in a cluster to evaluate
the distance between clusters. Closest cluster pair are merged
at each step of its hierarchical clustering process. ROCK [113]
(RObust Clustering using linKs) uses links and not distances
when merging clusters for boolean and categorical data.
DISMEA [224] uses the k-means algorithm to divide a cluster
into two clusters. The Edwards and Cavalli-Sforza Method [79]
divides all available clusters at each step. Minimum Spanning
Tree-based clustering algorithms [80, 190, 266] construct an
MST (Minimum Spanning Tree) [156, 185, 200] from a data
set and produce a group of clusters by removing selected edges.
Figure 1 shows an example of hierarchical clustering.

Figure 1: Hierarchical clustering [124]

3 Partitioning Clustering

Partitioning clustering algorithms divide objects into clusters
without hierarchical structure. Clusters are represented by
a central vector. Given the number of clusters, partitioning
clustering assigns the objects to the closest cluster center.
Partitioning algorithms can be grouped into k-means methods
and k-medoids methods. k-means methods use the centroid of
objects within a cluster as center. k-medoids methods use the
most appropriate object within a cluster as center.

K-means clustering [28, 93, 120, 121, 167, 226, 254, 256] is
very simple, but one of the best known and popular clustering
algorithms. There are many variations of the basic k-means
clustering. Classic k-means reassigns data objects based on
optimization of the objective function. If a reassigning has
a positive effect, the data object is reassigned and the cluster
centers are updated. ISODATA [19] (Iterative Self-Organizing
Data Analysis Technique) splits and merges intermediate
clusters based on a user-defined threshold and iterates until the
threshold is reached. FORGY [93] reassigns objects to nearest
centroids and recomputes centroids. It iterates until a stopping
criterion is achieved. Fuzzy c-means [29, 77] assigns fuzzy
cluster membership to each data object, and updates cluster
centers and membership after each iteration. Methods to speed
up k-means and fuzzy C-means such as brFCM (bit reduction
by Fuzzy C-Means) [83] replace similar data objects with their
centroid before clustering.

Variations of k-medoid [146] methods are as follows.
PAM (Partitioning Around Medoids) assigns each data object
to the closest medoid and iteratively reassigns objects and
updates medoids to optimize the objective function. CLARA
(Clustering LARge Applications) [146] applies PAM on
multiple subsets or samples of the data set, and selects the
best clustering as output. CLARANS (Clustering Large
Applications based upon RANdomized Search) [187] searches
a graph where each node is a set of medoids. It selects a node
randomly in search for a local minimum among its neighbor
nodes through iterations and outputs the best node to form
clustering results.

Advantages of partitioning clustering are a) simple,
straightforward and easy implementation, b) fast execution
with computation complexity of O

(
n
)
, c) very suitable for

compact and hyperspherical clusters, d) computational rigor
(firm foundation of analysis of variances).

Disadvantages of partitioning clustering are a) they are still
subjective processes that are sensitive to assumptions, b) they
require the number of clusters to be specified in advance, c)
they prefer clusters of approximately similar size, as they will
always assign an object to the nearest center, often leading to
incorrectly cut borders in between clusters, d) they are subject
to easy trapping in local minima and sensitivity to the initial
partition (hill-climbing optimization method).

Other developments are as follows. Bisecting k-means [225]
recursively partitions a cluster into two. KD-trees k-
means [195] uses the KD-Tree data structure to speed up the
assignment of data objects to their closest cluster by reducing
the number of nearest-neighbor queries in the traditional
algorithm. Scaling k-means [37] retains important data objects
and summarizes or discards other objects. Centroids of the
resulting data set are then used on the whole data set. X-
means [196] finds the number of clusters K automatically
by optimizing a criterion function such as AIC (Akaike
Information Criterion) or BIC (Bayesian Information Criterion).
Kernel k-means [209] enhances k-means by using a kernel
function that nonlinearly maps the original feature space to
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a higher dimensional one, where clusters are more separable.
Weighted kernel k-means [71] further extends kernel k-means
by assigning a weight for each cluster. The weight is defined
as the reciprocal of the number of data objects in the cluster.
GA k-means [16] applies a genetic algorithm to improve cluster
centers initialization for k-means. Simulated annealing [7,
132, 151, 211] uses simulated annealing optimization to avoid
local optima and find the global minimum solution. Soft
assignment [267] assigns data objects to different clusters
with appropriate weights to improve the optimization process.
It uses Harmonic Averages of the distances from the data
object to all the centers. Mahalanobis distance [170] is used
to detect clusters with hyperellipsoidal shapes. Maximum
of intra-cluster variances [109] can be used as the objective
function instead of the sum to obtain good clustering
results. K-prototypes [131] incorporates categorical data as
a generalization approach. Accelerated k-means by triangle
inequality [81] avoids unnecessary distance calculations by
using the triangle inequality and keeping track of lower and
upper bounds for distances between data objects and cluster
centers. K-means++ [12] improves the speed and the accuracy
of k-means by using a simple randomized seeding technique.
Figure 2 shows an example of partitioning clustering.

Figure 2: Partitioning clustering [57]

4 Graph-based Clustering

Graph-based clustering algorithms construct a
graph/hypergraph from the data and then partition the
graph/hypergraph into subgraphs/subhypergraphs or clusters.
Each vertex represents a data object, and the edge weight
represents the similarity of two vertices [50]. The edges in the
same subgraph/subhypergraph should have high weights, and
the edges between different subgraphs/subhypergraph should

have low weights [50]. It is also called spectral clustering [138].
Representative algorithms are as follows. Chameleon [143]

uses a connectivity graph and graph partitioning to build small
clusters, followed by the agglomerative hierarchical clustering
process. Its key feature is that it considers both interconnectivity
and closeness when merging clusters. CACTUS (Clustering
Categorical Data Using Summaries) [100] detects candidate
clusters based on the summary of the data set and determines the
actual clusters through a validation process against the candidate
clusters. It uses a similarity graph to represent the inter-attribute
and intra-attribute summaries [98]. A Dynamic System-
based Approach or STIRR (Sieving Through Iterated Relational
Reinforcement) [106] represents each attribute value as a
weighted vertex in a graph. It iteratively assigns and propagates
weights until a fixed point is reached. Different weight groups
correspond to different clusters on the attribute. ROCK (Robust
Clustering algorithm for Categorical Data) [113] repeatedly
merges two clusters until the specified number of clusters is
reached, and it uses data sampling to improve complexity. It
uses a connectivity graph to calculate the similarities between
data objects [98].

The advantages of graph-based clustering are [50]: a) A
graph is an elegant data structure that can model many real
applications. b) It is based on solid mathematical foundations,
including spectral theory and Markov stochastic process. c)
It produces optimal clustering (optimizing a quality measure
instead of acting greedily toward the final clustering).

The major disadvantage of graph-based clustering is that it
may be slow when working on large scale graphs [50].

Other developments are as follows. The Ratio Cut
algorithm [117] adopts a cluster size constraint, which is the
number of data points in a cluster. The Normalized Cut
(NCut) algorithm [214] is an approximate graph-cut based
clustering algorithm with a cluster size constraint, which is
the volume of the cluster or sum of edge weights within
a cluster. It also has a multiclass version [264]. The
MNCut (Modified Normalized Cut) algorithm [174] gives a
new interpretation to the NCut algorithm in the framework
of a Markov Random Walk. Ng’s method [186] derives
a new data representation from normalized eigenvectors of
a kernel matrix simultaneously and in a particular manner.
Laplacian Eigenmap [27] uses the eigenvectors of the graph
Laplacian to represent data. Pairwise Data Clustering
by Deterministic Annealing [126] uses proximity measures
between the data objects to represent data. Dominant
Sets Pairwise Clustering [191] relates clusters to maximal
dominant sets [180] in pair-wise clustering. Fast approximate
spectral clustering [260] applies a distortion-minimizing local
transformation to the data to speed up conventional spectral
clustering. Active spectral clustering [243] follows the concept
of constrained clustering and uses pairwise relations. Its
constraints are specified in a incremental manner. Locally-
scaled spectral clustering using empty region graphs [60]
employs β -skeleton (a subset of empty region graphs) and non-
linear diffusion to define a locally adapted affinity matrix which
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Figure 3: Graph-based clustering [85]

defines the similarity of two data objects. Figure 3 shows an
example of graph-based clustering.

5 Distribution-based Clustering

Distribution-based clustering views or assumes that the data
are generated by a mixture of probability distributions, each
of which represents a different cluster [99, 172]. This way, a
cluster can be seen as objects generated by the same distribution.
Thus, a particular clustering method can be expected to produce
good results when the data conform to the method’s distribution
model [99]. It is also called model-based clustering. There are
usually two approaches to form the model: the classification
likelihood approach and the mixture likelihood approach [99].

Distribution-based clustering has a long history. Early works
include [30, 65, 210, 249]. A survey of cluster analysis in a
probabilistic and inferential framework is presented in [33].

Representative algorithms are as follows. The EM
(Expectation-Maximization) clustering algorithm [69] is the
most popular method in distribution-based clustering. It tries
to fit the data set into the assumed number of Gaussian
distributions by moving the means of Gaussian distributions
toward the cluster centers. COOLCAT (reducing the entropy,
or COOLing of the CATegorical data clusters)[22] uses
entropy to cluster categorical data. It consists of data
sampling and incremental assignment. STUCCO (Search and
Testing for Understandable Consistent Contrasts) [25] uses
tree searching and significant contrast-sets to find clusters.
GMDD (Gaussian Mixture Density Decomposition) [271] uses
a recursive approach and identifies each Gaussian component in
the mixture successively. Autoclass [49] is based on the classic
distribution-based approach and uses a Bayesian method to
determine the optimal clusters. P-AutoClass [198] is a parallel
version of Autoclass and can be used on large data sets.

The advantages of distribution-based clustering are as
follows [28]: a) It can be modified to handle complex data,
b) It has a solid theoretical foundation, c) Its results are easily
interpretable, d) It not only provides clusters, but also produce
complex models that capture relationships among attributes, e)
Results are independent of the timing of consecutive batches

of data, f) It is good for online learning since the intermediate
mixture model can be used to cluster objects, g) the Mixture
model can be naturally generalized to cluster heterogeneous
data.

The disadvantage of distribution-based clustering is the
difficulty in choosing the appropriate model complexity (since a
more complex model will usually be able to explain the data
better but may cause an overfitting problem from excessive
parameter set).

Other developments are as follows. Latent Dirichlet
Allocation (LDA) [32] uses a hierarchical Bayesian model that
has three levels. Each data object is modeled as a finite mixture
over an underlying set of groups (or clusters) of objects. Each
group (or cluster) is modeled as an infinite mixture over a
set of group (or cluster) probabilities. Pachinko Allocation
Model (PAM) [161] uses a Directed Acyclic Graph (DAG) to
model cluster correlations. The leaves of the DAG represent
data objects, and the interior nodes represent correlations.
Undirected graphical model for data clustering [246] is based on
exponential family distributions and the semantics of undirected
graphical models. It uses the technique of minimizing
contrastive divergence to speed up the process. Robust cluster
analysis via mixture models method [173] uses the mixtures
of multivariate t distributions approach to the clustering. It
also uses the t distribution to cluster high-dimensional data
via mixtures of factor analyzers. Online learning for LDA
method [125] is an online Variational Bayes (VB) algorithm
for LDA. It uses natural gradient step in online stochastic
optimization, which converges to a local optimum of the VB
objective function. Figure 4 shows an example of distribution-
based clustering.

Figure 4: Distribution-based clustering [56]
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6 Density-based Clustering

Density-based clustering defines clusters as dense regions
of data objects separated by low-density regions. A cluster
is a connected dense component and grows in any direction
that density leads [99]. Objects in low-density areas which
separate clusters are usually considered to be noise and border
points. There are two major approaches for density-based
clustering [28]: the connectivity approach pins density to a
training data point; the density function approach pins density
to a point in the attribute space.

Representative algorithms for the connectivity approach are
as follows. DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) [84] starts by selecting a data object
and tries to find all data objects density-reachable from it to form
a cluster. If none are found, the algorithm selects a new data
point and repeats. GDBSCAN (Generalized DBSCAN) [205]
generalizes the concept of neighborhood by permitting the use
of any distance function besides Euclidian distance and allows
other measures besides simply counting the objects to define
the cardinality of that neighborhood. OPTICS (Ordering Points
To Identify the Clustering Structure) [11] is like an extended
DBSCAN algorithm. It does not assign cluster memberships
but stores the order in which the data objects are processed as
well as the core-distance and a reachability-distance for each
data object. An extended DBSCAN is used to assign cluster
memberships. DBCLASD (Distribution Based Clustering of
LArge Spatial Databases) [257] uses the notion of clusters
based on the distance distribution and incrementally augments
an initial cluster by its neighboring points as long as the
nearest neighbor distance set of the resulting cluster still fits the
expected distance distribution.

Representative algorithms for the density function
approach are as follows. DENCLUE (DENsity-based
CLUstEring) [122] calculates the impact of each data object
within its neighborhood (i.e. influence function) and determines
clusters mathematically by identifying local maxima of the
overall density function (i.e. density-attractors).

The advantages of density-based clustering are as follows [28,
99]: a) They can find clusters of arbitrary shapes, in contrast
to many other methods. b) Time complexity is low (linear or
O
(
n
)
). c) It is deterministic for core and noise points (but not

for border points), therefore there is no need to run it multiple
times. d) It can handle noise well. e) The number of clusters is
not required, since it finds clusters and the number of clusters
automatically. f) Results are independent of data ordering. g)
There are no limitations on the dimension or attribute types.

The disadvantages of density-based clustering are as follows:
a) It is often difficult to detect cluster boarders when the cluster
density decreases continuously (i.e. arbitrary borders). b) For
a mixtures of Gaussians data set, distribution-based clustering
(e.g. EM) usually outperforms density-based clustering. c)
Limitations in processing high-dimensional data, since it is
difficult to distinguish high-density regions from low-density
regions when the data is high-dimensional [138]. d) Most

density-based clustering algorithms were developed for spatial
data [99].

Other developments are as follows. BRIDGE [64] integrates
the k-means algorithm and the DBSCAN algorithm. K-
means is first performed, and then DBSCAN is used on each
partition. Finally, results are improved by removing the noise
found by DBSCAN. Jarvis-Patrick algorithm [94] partitions
the data set into clusters based on the number of shared
nearest neighbors. It first identifies the k nearest neighbors
of each data object and then merges two data objects at a
time. C-DBSCAN (Constrained-DBSCAN) [204] enhances
the DBSCAN algorithm with pairwise constraints. SCAN
(Structural Clustering Algorithm for Networks) [258] can detect
hubs and outliers, in addition to clusters in networks (or
graphs). It uses a structural similarity measure to cluster
vertices. Figure 5 shows an example of density-based clustering.

Figure 5: Density-based clustering [55]

7 Grid-based Clustering

Grid-based clustering operates on space partitioning instead
of data partitioning to produce clusters [28]. It first creates the
grid structure by partitioning the data space into cells (or cubes)
and then clusters the cells based on their densities.

Representative algorithms are as follows. BANG-
clustering [28, 207] uses a multi-dimensional grid data structure
to organize or partition the data. It uses the cell information
in the grid and clusters the cells. STING (A STatistical
INformation Grid approach) [241] uses a hierarchical structure
of grid cells with a top-down approach. It labels a cell to
be relevant or not at a specified confidence level. Then, it
finds all the regions formed by relevant cells. STING+ [28,
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242] uses a similar hierarchical cell structure as STING and
introduces an active spatial data mining approach. OptiGrid
(Optimal Grid) [123] constructs an optimal grid partitioning of
the data by finding the best partitioning hyperplanes for each
dimension with projections of the data. GRIDCLUS (GRID-
CLUStering) [206] organizes the space surrounding the clusters
with a grid data structure. It uses a topological neighbor
search to cluster the grid cells. GDILC (Grid-based Density-
IsoLine Clustering) [261] is based on the idea that the density-
isoline figure reflects the distribution of data. It uses a grid-
based approach to calculate the density and finds dense regions.
WaveCluster (Wavelet-based clustering) [212] transforms the
original feature space by applying wavelet transform and then
finds the dense regions in the new space. It yields sets of clusters
at different resolutions and scales, which can be chosen based
on the user’s needs. FC (Fractal Clustering) [21] adds one data
object at a time to one cluster in such a way that the fractal
dimension changes the least after adding the data object.

The advantages of grid-based clustering are as follows [28,
99]: a) It is fast and works well with large data sets (since speed
is independent of the number of objects in the data), b) It handles
noise well, c) It is independent of data ordering, d) It can handle
attributes of different types, e) It can be used as an intermediate
step in many other algorithms such as CLIQUE and MAFIA.

The disadvantages of grid-based clustering are as follows: a)
Most algorithms need the user to specify grid size or density
thresholds, which can be difficult (fine grid sizes result in high
computational time, while coarse grid sizes result in low quality
of clusters) [99]. b) Some grid-based clustering algorithms
(e.g. STING, WaveCluster) are not good at high dimensional
data [99].

Other developments are as follows. AMR (Adaptive
Mesh Refinement clustering) [162] creates grids at multiple
resolutions where higher resolution grids are applied to the
localized denser regions. O-Cluster (Orthogonal partitioning
CLUSTERing) [175] is a variant of OptiGrid. It creates
a hierarchical grid-based structure by making axis-parallel
(orthogonal) partitions on the input data. It operates recursively,
and the final irregular grid frames the data into clusters. CBF
(Cell-Based Filtering) [47] splits each dimension into a set of
partitions using a filtering-based index. It then creates cells
based on the overlapping regions of the partitions. PGMCLU
(Parallel Grid-based CLUstering algorithm for Multi-density
datasets) [251] consists of parallel data partitioning, local
clustering, and merging local clusters. It introduces a new
measure called grid compactness for the degree of tightness
between data objects within the grid, and the notion of grid
feature for summarizing the information about a grid. Figure 6
shows an example of grid-based clustering.

8 Clustering Big Data

Big data clustering refers to clustering on millions of data
objects [138]. These algorithms need to have good scalability
and process big data within reasonable computing time and

Figure 6: Grid-based clustering [263]

memory space [28]. A high computational complexity would
dramatically limit an algorithm’s application to big data. The
strategies used for big data clustering can be categorized
into sampling, data summarization, distributed computing, and
incremental learning.

8.1 Sampling

Sampling methods select a sample of the original large data
set and perform clustering over the sample data. Old-fashioned
sampling methods may or may not use rigorous statistical
reasoning. Newer sampling methods use special uniform checks
to control their adequacy [28]. Advantages are that it is simple
to implement and can screen out most outliers. However, small
clusters may be missed.

Examples are as follows. CURE (Clustering using
REpresentatives) [112] and ROCK (RObust Clustering using
linKs) [113] were covered in Section 2. CLARA (Clustering
LARge Applications) [145] draws several samples from the
data set, runs PAM on each of them, and selects the best
result. CLARANS (Clustering Large Applications based on
RANdomized Search) [187] starts with a new randomly-
selected node (a set of k potential medoids) in the graph in
search of the local optimum. It repeats if a local optimum is
found.

8.2 Data Summarization

Data summarization methods calculate data summary
statistics and perform clustering on the summaries instead of
the original data. The advantage is that the requirement for the
storage of and frequent operations on the large amount of data
are greatly reduced, saving both computational time and storage
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space. The disadvantage is reduced cluster quality.
Examples are as follows. BIRCH (Balanced Iterative

Reducing and Clustering using Hierarchies) was covered in
Section 2. BUBBLE [101] instantiates generalized BIRCH
for data in a distance space. BUBBLE-FM (BUBBLE-
FastMap) [101] improves upon BUBBLE by reducing the
computation time using FastMap [88]. EMADS (EM Algorithm
for Data Summaries) [141] directly generates a Gaussian
mixture model from simplified data summaries. bEMADS
(BIRCH’s EMADS) [141] uses data summarization procedures
in the BIRCH algorithm.

8.3 Distributed Computing

Distributed computing methods divide a large data set into
smaller data sets and perform clustering on each smaller data
set. The advantage is that clusterings on each smaller data
set can be done in parallel to reduce the overall computation
time [138]. The disadvantage is the overhead and complexities
due to the dividing and combining steps.

Examples are as follows. Parallel k-means [70] is a
parallel implementation of the k-means clustering algorithm.
DBDC (Density Based Distributed Clustering) [140] clusters
distributed data locally and extracts suitable representatives
from these local clusters to send to a global site where the
complete clusters are restored based on the local representatives.
It uses a density-based clustering algorithm for both local and
global clustering. Parallel spectral clustering in distributed
systems [51] makes the dense similarity matrix sparse by
retaining nearest neighbors using a parallel approach.

8.4 Incremental Learning

Incremental learning methods process one data object at a
time and may discard it. They require only one single pass
over all data objects, in contrast to most clustering methods
that require multiple passes over data objects before identifying
the cluster centers [138]. Advantages are: improved clustering
efficiency in terms of data storage and processing time (they can
admit new data objects without learning from scratch [256]);
handling outliers well [28]; resumable processing which makes
it very suitable for dynamic big data sets [28]. Disadvantages
are that results depend on data order and may not be stable [43,
178, 256], and can result in lower quality clusters [28].

Examples are as follows. DIGNET [232, 244] moves cluster
centers toward a new data point with each new addition.
Hartigan’s leader algorithm [120] uses a distance/similarity
threshold to decide if a data point should be added to the
cluster or used for a new cluster center. ART (Adaptive
Resonance Theory) family [42, 256] simulates neural circuits
that are believed to trigger fast learning. It includes a
large family of neural network variants such as ART1 [43],
ART2 [42], Gaussian ART [248], Bayesian ART [236],
Ellipsoid ART [9], ART tree [45, 250], ARTMAP [44], Q-
learning ART [38], Fuzzy ART [41]. Charikar’s incremental
clustering [48] maintains a clustering of the data objects so

that the maximum cluster diameter is minimized as new data
objects are added. GenIC (Generalized Incremental algorithm
for Clustering) [114] divides the data stream into chunks or
windows, updating each cluster center with each new data
object addition and merging clusters at the end of a window of
data. Cobweb [91] is an incremental system for hierarchical
clustering, which enables bi-directional hill-climbing search
through the space of hierarchical schemes.

9 Clustering High Dimensional Data

High Dimensional Data clustering refers to clustering on
data objects that represent from a few dozen to thousands or
more features. Such high dimensional data are often seen in
areas such as medicine (e.g. microarray experiments), and
text documents (e.g. word-frequency vector methods [46]).
Clustering high dimensional data is tremendously difficult.
One problem is that increased irrelevant features eliminate the
likelihood of clustering tendency [28]. Another problem is the
‘curse of dimensionality’, or lack of data separation, in high
dimensional space (the problem becomes severe for dimensions
greater than 15) [28]. Performing feature selection before
applying clustering can improve the first problem. Principal
Component Analysis (PCA) [193] is commonly used. However,
the dimension may still be high after feature selection. In
this review, we discuss techniques that have been developed
to address such situations: projected clustering, subspace
clustering, bi-clustering (or co-clustering), tri-clustering, hybrid
approaches, and correlation clustering.

9.1 Projected Clustering

Projection techniques map data objects from a high
dimensional space to a low dimensional space, while
maintaining some of the original data’s characteristics [13].

Examples are as follows. PreDeCon [34] finds subsets
of feature vectors that have low variance along subsets
of attributes. PROCLUS [3] finds the candidate clusters
and dimensions by using medoids. For each medoid, the
subspace is determined based on attributes with low variance.
Random projections for k-means clustering [36] implements
a dimensionality reduction technique for k-means clustering
based on random projections.

9.2 Subspace Clustering

Subspace clustering algorithms identify clusters in
appropriate subspaces of the original data space.

Examples are as follows. CLIQUE (CLustering In QUEst) [5]
partitions the data space into units and then finds the
maximum sets of connected dense units. SUBCLU (density-
connected Subspace Clustering) [155] adopts the notion
of density-connectivity introduced in DBSCAN (Section 6)
and uses the monotonicity of density-connectivity to prune
subspaces. CACTUS (Clustering Categorical Data Using
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Summaries) is covered in Section 4. ENCLUS (ENtropy-
based CLUStering) [53] finds clusters in subspaces based on
entropy values of subspaces. Subspaces with lower entropy
values typically have clusters. It then applies CLIQUE or other
clustering algorithms to such subspaces. MAFIA (Merging of
Adaptive Finite Intervals) [108] uses adaptive grids in each
dimension and then merges them to find clusters in higher
dimensions. OptiGrid (Optimal Grid) is covered in Section 7.
MrCC (Multi-resolution Correlation Cluster detection) [58]
constructs a novel data structure based on multi-resolution and
detects correlation clusters by identifying initial clusters as
axis-parallel hyper-rectangles with high data densities, followed
by merging overlapping initial clusters. Figure 7 shows an
example of subspace clustering.

Figure 7: Subspace clustering [216]

9.3 Hybrid Approaches

Hybrid approaches find overlapping clusters. Some of
them find only potentially interesting subspaces and use full-
dimensional clustering algorithms to obtain the final clusters.

Examples are as follows. DOC (Density-based Optimal
projective Clustering) [201] uses a global density threshold
to compute an approximation of an optimal projective cluster.
FIRES (FIlter REfinement Subspace clustering) [154] first
computes one-dimensional clusters and then merges them by
applying ‘clustering of clusters’ based on the number of
intersecting points between clusters. P3C (Projected Clustering
via Cluster Cores) [176, 177] first computes intervals matching
or approximating higher-dimensional subspace clusters on
every dimension and then aggregates those intervals into cluster
cores. The cluster cores are refined and used to assign data
objects.

9.4 Bi-clustering

Bi-clustering is also called bi-dimensional clustering [54],
co-clustering, coupled clustering, or bimodal clustering. Bi-
clustering is popular in bioinformatics research, especially in
gene or sample clustering. For gene expression data, there
are experimental conditions in which the activity of genes
is uncorrelated. This causes limitations for results obtained
by standard clustering methods. So bi-clustering algorithms
that can perform simultaneous clustering on the genes and
conditions are developed to find subgroups of genes and
subgroups of conditions in which the genes exhibit highly
correlated activities for every condition [168].

Examples are as follows. CTWC (Coupled Two-Way
Clustering) [104] generates submatrices by an iterative process
and considers only those submatrices whose rows and columns
belong to genes and samples/conditions that were in a stable
cluster in a previous iteration. ITWC (Interrelated Two-
Way Clustering) [230] clusters the rows and then clusters the
columns, based on each row cluster. It keeps the cluster pairs
that are most dissimilar. Block Clustering [120] sorts the data
by row mean or column mean and splits the rows or columns
such that the variance within each ‘block’ is reduced. It then
repeats and splits rows or columns differently. δ -biclusters [54]
or CC algorithm (Cheng and Church’s) finds biclusters whose
rows and conditions show coherent values, using mean-squared
residue. SAMBA (Statistical-Algorithmic Method for Bicluster
Analysis) [229] uses probabilistic modeling and graph theoretic
techniques to find subsets of rows whose values are very
different in a subset of columns. Plaid Models [159] allows
biclusters to overlap, i.e. a gene or a sample/condition can
belong to more than one cluster. Information-theoretic co-
clustering [72] intertwines the row and column clusterings to
increase mutual information.

9.5 Correlation Clustering

Correlation clustering uses the correlations among attributes
to guide the clustering process. These correlations may be
different and exist in different clusters and cannot be reduced to
uncorrelated ones by traditional global decorrelation techniques.
Such correlations create clusters with different spatial shapes,
and local correlation patterns are used to define the similarity
between data objects. Correlation clustering is closely related
to biclustering.

Examples are as follows. ORCLUS (ORiented projected
CLUSter generation) [4] is similar to k-means but uses a
distance function based on an eigensystem, i.e. the distance
in the projected subspace. The eigensystem is adapted during
iterations and close pairs of clusters are merged. 4C (Computing
Correlation Connected Clusters) [34] takes a density-based
approach and uses a density criterion to grow clusters. The
density criterion is the minimal number of data objects within
the neighborhood of a data object. The neighborhood is based
on distance between two data objects in the eigensystems.
HiCO (Hierarchical COrrelation clustering) [2] defines the
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similarity between two data objects based on their local
correlation dimensionality and subspace orientation. It takes
a hierarchical density-based approach to obtain correlation
clusters. CASH (Clustering in Arbitrary Subspaces based on the
Hough transform) [1] is based on the Hough transform [129],
which maps the data space into parameter space. It then uses
a grid-based approach to find dense regions in the parameter
space and corresponding data subsets in the original data space.
It recursively applies itself on such corresponding data subsets.

10 Other Clustering Techniques

10.1 Neural Network-Based Clustering

The neural network approach has been studied intensively
by mathematicians, statisticians, physicists, engineers,
and computer scientists [157]. A neural network is an
interconnected group of artificial neurons and an adaptive
system for information processing. Neural-network-
based clustering is competitive-learning-based clustering,
not statistical model-identification based clustering. For
competitive-learning-based clustering, the first phase is
learning where the algorithmic parameters are adjusted, and the
second phase is generalization [74]. Competitive learning can
be implemented using a two-layer neural network: the input
layer and the output layer [74].

Examples are as follows. A SOM (Self-Organizing
Map) [153] consists of nodes or neurons, each of which is
associated with a weight vector and a position in the map
space. It creates a mapping from a higher dimensional input
space to a lower dimensional output space. SOM clustering
computes the distance of the input pattern to each neuron and
finds the winning neuron. LVQ (Learning Vector Quantization)
or VQ (Vector Quantization) [39, 102] is a classical quantization
technique for signal processing. It models the probability
density functions by using the distribution of prototype vectors.
It divides a set of vectors into groups that have approximately
the same number of vectors closest to them. Basic VQ is k-
means clustering, and LVQ is a precursor to self-organizing
maps (SOM) [102]. Neural gas [171] is inspired by SOM. It is
a simple algorithm and finds optimal data representations based
on feature vectors. During the adaptation process, the feature
vectors distribute themselves dynamically like a gas within the
data space. ART model is covered in Section 8.4.

10.2 Evolutionary Clustering

Evolutionary computation has many applications in computer
science, bioinformatics, pharmacometrics, engineering,
physics, and economics. Evolutionary computation is inspired
by the biological mechanisms of evolution, and uses iterative
processes such as growth or development followed by selection
in a population of candidate solutions. Clustering methods that
use local search techniques including hill-climbing approach-
based k-means suffer from local minima problems. The recent
advancements in evolutionary computational technologies [92]

provide an alternate and effective way to find the global or
approximately global optimum [256]. PSO (Particle Swarm
Optimization) simulates social behavior in nature, such as
bird flocking or fish schooling [148]. ACO (Ant Colony
Optimization) algorithms model the behaviors of ants in
nature [73]. GAs (Genetic Algorithms) [127] mimic natural
selection and use evolutional mechanisms such as crossover,
mutation and selection to generate solutions.

Examples are as follows. PPO (Particle-Pair Optimizer) [75]
is a modification of the Particle Swarm Optimizer. It uses two
particle pairs to search for the global optima in parallel and uses
k-means for efficient clustering. Niching genetic k-means [213]
modifies Deterministic Crowding [169], one of the niching
genetic algorithms, and incorporates one step of k-means into its
regeneration steps [213]. EvoCluster algorithm [166] encodes
cluster structure in a chromosome, in which one gene represents
one cluster or the objects belonging to one cluster. Reproduction
operators are used between chromosomes. GenClust [103] is
a simple algorithm and proceeds in stages. It uses genetic
operators and a fitness function to compute partitions in a new
stage based on partitions in the previous stage.

10.3 Kernel Clustering

Kernel-based learning such as Support Vector Machines
(SVMs) [61, 208, 199] has had successful applications in
pattern recognition and machine learning and is becoming
increasingly important [199]. Kernel methods [62] perform
a nonliner mapping of the low dimensional input data into a
high dimensional space, which becomes linearly separable. To
improve efficiency, they avoid explicitly defining the nonlinear
mapping by using kernel functions, such as polynomial kernels,
sigmoid kernels, and Gaussian radial basis function (RBF)
kernels. This is the known as the kernel trick.

Examples are as follows. SVC (Support Vector
Clustering) [239, 265] uses SVM training to find the cluster
boundaries and an adjacency matrix to assign a cluster
label to each data object [256]. Variations of SVC include
Iterative One-Class SVC [40], and rough Set SVC [192].
Kernel k-means [107] uses a kernel method to calculate the
distance between items in a data set, instead of using the
Euclidean distance as in regular k-means. Variations include
Incremental Kernel-k-means [209]. Kernel deterministic
annealing clustering [262] uses an adaptively selected Gaussian
parameter and a Gaussian kernel to determine the nonlinear
mapping. Kernel fuzzy clustering [164, 268, 270] applies
kernel techniques to fuzzy clustering algorithms by replacing
the original Euclidean distance with a kernel-induced distance.
Kernel Self-Organizing Maps [10, 35, 158] perform self-
organizing between an input data object and the corresponding
prototype in the mapped high dimensional feature space or in
the mapped space completely.
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10.4 Sequential Data Clustering

Sequential data are sequences of numerical data or non-
numerical symbols and can be generated from speech
processing, video analysis, text mining, gene sequencing, and
medical diagnosis. Time series data or temporal data are
a type of sequential data, which, unlike static data, contain
feature values that change over time. Since sequential data
usually have variable length, dynamic behaviors, and time
constraints [116, 228], they cannot be represented as points in
the multi-dimensional feature space and thus cannot be analyzed
using any of the clustering techniques we have mentioned
thus far [256]. Clustering techniques targeting sequential data
have been developed, and they commonly use three strategies:
proximity-based approaches, feature-based approaches, and
model-based approaches.

Proximity-based approaches use proximity information such
as the distance or similarity between pairs of sequences. They
then use hierarchical or partitional clustering algorithms to
group the sequences into clusters [256]. Examples are as
follows. The Needleman-Wunsch algorithm [78, 184] uses
basic dynamic programming and is a global optimal alignment
algorithm. The Smith-Waterman algorithm [78, 217] is based
on Needleman-Wunsch algorithm, and also uses dynamic
programming. It compares multi-lengthed sequence segments
using character-to-character pair-wise comparisons. FASTA
(FAST-All) [194] first finds segments of the two sequences
that have some degree of similarity and marks these potential
matches. It then performs a more time-consuming optimized
search approach such as the Smith-Waterman algorithm.
BLAST (Basic Local Alignment Search Tool) [8] searches
for short alignment matches between two sequences using a
heuristic approach, which approximates the Smith-Waterman
algorithm. GeneRage [82] automatically clusters sequence
datasets by using Smith-Waterman dynamic programming
alignment and single-linkage clustering. SEQOPTICS
(SEQuence clustering with OPTICS) [52] implements Smith-
Waterman algorithms as the distance measurement and uses
OPTICS [11] to perform sequence clustering.

Feature-based approaches map sequences onto multi-
dimensional data points using feature extraction methods
and then use vector-based clustering algorithms on the data
points [256]. Examples are as follows. Scalable sequential
data clustering [115] uses a k-means based clustering algorithm
which has near-linear time complexity to improve the scalability
problem. Pattern-oriented hierarchical clustering [179] uses a
hierarchical algorithm, which can generate the clusters as well
as the clustering models based on sequential patterns found
in the database. The wavelet-based anytime algorithm [237]
combines a novel k-means based clustering algorithm and the
multi-resolution property of wavelets. It repeatedly uses coarse
clustering to obtain a clustering at a slightly finer level of
approximation.

Model-based approaches assume sequences that belong to
one cluster are generated from one probabilistic model [256].
Examples are as follows. Autoregressive moving average

(ARMA) models [18, 253] derive an EM algorithm to learn
the mixing coefficients and the parameters of the component
ARMA models. They use the Bayesian information criterion
(BIC) to determine the number of clusters. The Markov chain
approach [202, 219] models dynamics as Markov chains and
then applies an agglomerative clustering procedure to discover
a set of clusters that best capture different dynamics. The
Polynomial models approach [17, 97] assumes the underlying
model is a mixture of polynomial functions. It uses an EM
algorithm to estimate the cluster membership probabilities,
using weighted least squares to fit the models. The Hidden
Markov Model (HMM) [188, 218] is a probabilistic model-
based approach. It uses HMMs, which have shown capabilities
in modeling the structure of the generative processes underlying
real-world time series data.

10.5 Ensemble Clustering

Clustering ensembles have emerged to improve robustness,
stability and accuracy of clustering results [105]. A cluster
ensemble combines the results of multiple clustering algorithms
to obtain a consensus result [197]. It can produce better
average performance and avoid worst case results. Other
usages of clustering ensembles include improving scalability
by performing clustering on subsets of data in parallel and
then combining the results, and data integration when data is
distributed across multiple sources [137].

There are two main steps in a clustering ensemble: generation
and consensus. In the generation step, several approaches
are used [235]: different clustering algorithms, a single
algorithm with different parameter initializations, different
object representations, different object projections, and different
subsets of objects.

In the consensus step, several approaches are used:
relabeling and voting, Mutual Information (MI), co-association
based functions, finite mixture models, a graph/hypergraph
partitioning approach, and others.

The relabeling and voting approach is also called the direct
approach. It finds the correspondence of the cluster labels
among different clustering results and then uses a voting method
to determine the final cluster label for a data object. Examples
are as follows. BagClust1 [76] applies a clustering procedure
to each bootstrap sample and obtains the final partition by
plurality voting so that the majority cluster label for each data
object determines the final cluster membership. BagClust2 [76]
introduces a new dissimilarity matrix which contains the
proportion of time each pair of data objects were clustered
together in the bootstrap clusters. It then performs clustering
on the dissimilarity matrix to obtain the final partition.

The MI approach uses MI to measure and quantify the
statistical information shared between a pair of clusterings. It
can automatically select the best clustering method from several
algorithms. Examples are as follows. A Genetic Algorithm
(GA) clustering ensemble [15] uses a GA to obtain the best
partition and the co-association function as the consensus
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function. It determines fitness function parameters based on
co-association function values. The information theory based
GA clustering ensemble [165] uses a GA to find a combined
clustering by minimizing an information-theoretical criterion
function. The generalized MI clustering ensemble [233]
introduces a new consensus function using a generalized mutual
information definition. The consensus function is related to the
classical intraclass variance criterion.

The co-association based functions approach is also called
the pair-wise approach. It uses a co-association matrix in the
consensus step. Examples are as follows. Clusterfusion [147]
first generates an agreement matrix with each cell containing
the number of agreements amongst clustering methods and
then uses the matrix to cluster data objects. Voting-k-
Means [95] transforms data partitions into a co-association
matrix with coherent association mappings. It then extracts
underlying clusters from this matrix. Evidence accumulation-
based clustering [96] maps data partitions created by each
individual clustering into a new similarity matrix, based on
voting. It then uses the single link algorithm to extract clusters
from this matrix.

Finite mixture model approach assumes that the probability
of assigning a label to a data object is based on a finite mixture
model or that the labels are ‘modeled as random variables
drawn from a probability distribution described as a mixture
of multivariate component densities’ [235]. It obtains the
consensus clustering result by solving a maximum likelihood
estimation problem. Mixture model clustering ensemble [234]
uses a probabilistic model of consensus based on a finite mixture
of multinomial distributions in a space of clusterings. It finds
a combined partition by solving the corresponding maximum
likelihood problem with the EM algorithm.

The graph/hypergraph partitioning approach considers the
combination problem as a graph or hypergraph partitioning
problem. Methods taking this approach differ in how they build
a (hyper)graph from the clusterings, as well as how they define
the cuts on the graph to obtain the consensus partition [235].
Examples are as follows. METIS [144] is a multi-level graph
partitioning system. It collapses vertices and edges of the graph,
partitions the resulting coarsened graph, and then refines the
partitions. SPEC (spectral graph partitioning algorithm) [186]
tries to optimize the normalized cut criterion. It treats the
rows of the largest eigenvalues matrix as multiple dimensional
embeddings of the vertices of the graph and then uses k-means
to cluster the embedded points. CSPA (Cluster based Similarity
Partitioning Algorithm) [227] first creates a graph based on a
co-association matrix, and then performs METIS clustering on
the graph. HGPA (Hypergraph Partitioning Algorithm) [227]
uses a hyperedge in a graph to represent each cluster. It
then uses minimal cut algorithms such as HMETIS [142] to
find good hypergraph partitions. MCLA (Meta Clustering
Algorithm) [227] determines soft cluster membership values
for each data object by using hyperedge collapsing operations.
HBGF (Hybrid Bipartite Graph Formulation) [90] constructs a
bipartite graph where data objects and clusters are both modeled

as vertices. It later partitions the bipartite graph with an
appropriate graph partitioning method.

Other approaches are as follows. The cumulative voting
consensus method [14] solves the cluster label alignment
problem by using cumulative voting, where a probabilistic
mapping between labels is computed. Bipartite Merger and
Metis merger [128] are approaches for merging an ensemble
of clustering solutions using sets of cluster centers. They
are highly scalable and provide competitive results. Weighted
consensus clustering [160] weights each input clustering. It
determines weights in a way so that the clusters are better
separated. Bayesian Cluster Ensembles [240] takes a Bayesian
approach to combine clusterings. It uses a variational
approximation based algorithm for learning. This way, it is able
to avoid the cluster label correspondence problems. Figure 8
shows an example of ensemble clustering.

Figure 8: Ensemble clustering [133]

10.6 Multi-objective Clustering

Conventional clustering algorithms use a single clustering
objective function only, which may not be appropriate for
the diversities of the underlying data structures. Multi-
objective clustering uses multiple clustering objective functions
simultaneously. Such methods consider clustering as a multi-
objective optimization problem [89].

Examples are as follows. FCPSO (Fuzzy Clustering-based
Particle Swarm Optimization) [6] uses an external repository
to save nondominated particles during the search process and a
fuzzy clustering technique to manage the size of the repository.
It also uses a fuzzy-based iterative feedback mechanism
to determine the compromised solution among conflicting
objectives. Evolutionary Multiobjective Clustering [118]
and MOCK (MultiObjective Clustering with automatic k-
determination) [119] use an evolutionary approach to solve
the multi-objective problem in clustering. They are based
on a multi-objective evolutionary algorithm named PESA-II
(Pareto Envelope-based Selection Algorithm version 2) [59]
to optimize two complementary clustering objectives. Multi-
objective real coded genetic fuzzy clustering [181] aims to
optimize multiple validity measures simultaneously. It encodes
the cluster centers in its chromosomes while optimizing the
fuzzy compactness within a cluster and fuzzy separation among
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clusters. EMO-CC (Evolutionary MultiObjective Conceptual
Clustering) [203] combines evolutionary algorithms with multi-
objective optimization techniques and relies on the NSGA-II
multi-objective genetic algorithm [66]. It can discover less
obvious but informative data associations.

10.7 Semi-supervised Clustering

Semi-supervised clustering provides limited supervision to
unsupervised clustering. There are many cases when some
knowledge about the data is available such as the constraints
between data objects or cluster labels for some data objects.
Such knowledge can be used to guide the clustering process.
There are several approaches for semi-supervised clustering:
similarity-adapting methods, search-based methods, and other
methods.

Similarity-adapting methods use a similarity measure which
is adapted to make the available constraints more easily
satisfied [111]. Examples are as follows. Distance metric
learning based clustering [252] learns a distance metric based
on examples of similar pairs of data objects in the input
space using convex optimization. Space-level constraints based
clustering [150] exploits space-level implications based on
instance-level constraints. It uses an all-pairs-shortest-paths
algorithm to adjust the distance metric.

Search-based methods modify the clustering algorithm itself
to use the available constraints or labels to guide the search
for an appropriate clustering [111]. Examples are as follows.
Seeded-K Means and Constrained-K Means [23] generate
initial seed clusters based on labeled data. The latter also
generates constraints from labeled data and guides the clustering
process using those constraints. Semi-Supervised Clustering
Using Genetic Algorithms [68] modifies k-means clustering
to minimize within-cluster variance and a measure of cluster
impurity. Clustering with Instance-level Constraints [238]
incorporates hard constraints using a modified version of
Cobweb (covered in Section 8.4) which partitions the data.

Other methods include the probabilistic semi-supervised
clustering with constraints method [24], which derives an
objective function from the joint probability defined over the
Hidden Markov Random Field model and performs semi-
supervised clustering by minimizing this object function.

11 Conclusions

We have presented a survey of the literature on clustering
techniques. For convenience, in this review we used the
following taxonomy, which is also widely used in the
literature: hierarchical clustering (Section 2), partitioning
clustering (Section 3), graph-based clustering (Section 4),
distribution-based clustering (Section 5), density-based
clustering (Section 6), grid-based clustering (Section 7),
clustering big data (Section 8), clustering high dimensional data
(Section 9), and other clustering techniques (Section 10).
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Abstract

Premature convergence of particles is known to be the
main cause of local optima in particle swarm optimization
(PSO). Such premature convergence limits the use of PSO
for the multimodal function optimization problems which may
have more than one optimum of a function and many local
minima. In this paper, we use a novel approach called clustered
PSO or CPSO, which clusters particles periodically around
sample vectors (particles) using self-organizing maps. Such
clustering provides sufficient diversity providing CPSO with
the opportunity to explore other solutions while proactively
escaping local optima. Furthermore, it enables each cluster
of particles to search on the solution space concurrently for
multimodal optimization problems being readily able to escape
many local minima to reach the minimum. The abilities of
the proposed approach in escaping local optima and finding a
global solution were evaluated through simulations on the test
problems used by other researchers. The results of simulations
conclusively demonstrate that CPSO is highly effective in
avoiding local minima for multimodal function optimization
problems as well as reducing the particle population with every
iteration.

Key Words: Clustering; particle swarm optimization; local
minima; self-organizing maps

1 Introduction

Image synthesis of dynamic objects such as clouds, smoke,
water, and fire are known to be difficult to simulate due to
their fuzziness. Researchers have studied particle systems in
which particles have their behavior [11] and have tried to
simulate such natural dynamic objects. Many scientists have
also been interested in the movement of a flock of birds or a
school of fish to discover underlying rules that make possible
their aggregate motion. The aggregate motion enables them
to find food quickly and protects them from predators through
early detection and the spread of information. Intrigued by
such social behavior, Kennedy and Eberhart [4] developed the
particle swarm optimization (PSO) method to apply their natural

*Department of Computer Science and Software Engineering
Emails: yongwonpark@gmail.com, hzk0041@tigermail.auburn.edu, and
baskiyar@eng.auburn.edu

behavior to problem-solving. In PSO, particles simulate the
social behavior of a flock of birds, which cooperate to find
food (goal), in a way that each one remembers its personal best
location ever visited called “personal best,” and shares the local
information with their neighbor to identify “local best” location
within a group.The “local best” of a group is shared with other
groups to identify the “global best” value. The local information
refers to individual cognition and the global information to
social interaction. Using the local and global information,
a swarm of particles is able to cooperate and explore the
solution space effectively to find an optimal solution. One of
the advantages of PSO is the particle’s prompt convergence
on solutions by exploring the solution space at a fast speed
like a flock of birds moving fast, but in astonishingly perfect
harmony. However, the solution by early convergence may
cause a local solution if done prematurely. This drawback of
PSO can be attributed to its lack of ability to indicate premature
convergence. The premature convergence phenomenon is
commonly observed in evolutionary methods such as Genetic
Algorithms (GA). In the case of a GA, it is known that high
selection pressure in choosing only superior offsprings for new
generations results in premature convergence. This is because
the high selection pressure restricts the diversity of the new
population, searching for solution space limited to local areas.
Therefore, a search may get stuck in a local optimum. Riget
and Vesterstrlm attributed the premature convergence of PSO
to the fast information flow between particles, which causes
particles to cluster early around local minima [12]. Since little
diversity among the population is considered the main cause
of premature convergence, many researchers [6] [18] [1] have
tried to avoid premature convergence in a way that provides
sufficient diversity for particles at the indication of premature
convergence. The earlier methods like k-means clustering had
an overhead of how to decide an optimum value of k, and also
could not consider the dynamic factor in particle population
update by using fixed pre-defined parameters. Later complex
hierarchical and graphical clustering techniques have been
devised which had low applicability due to structural limitations
in data analysis. However, it remains a very difficult problem to
identify the sign of premature convergence. Furthermore, using
such a reactive approach may be difficult to escape local minima
for optimization problems. In this research, we discuss a novel
Cluster-PSO (CPSO) that we developed in 2011, using self-
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organizing maps (SOM), which is known as an unsupervised
learning method called “Kohonen vector” [5]. Alkazemi and
Mohan [1], and Seo et al.[13] used clustered particles to search
the solution space concurrently. However, the search may not
be adaptive since the population of the group is static. On the
other hand, CPSO using the SOM technique is able to make the
search adaptive to the solution space by dynamically updating
the population of clustered particles. The unsupervised learning
method of SOM is able to cover large solution space effectively
by periodically clustering particles around randomly created
Kohonen vectors, thereby preventing local optima. The SOM
helps to simulate the high dimensional topology information of
particle swarm into 2D or 3D vectors by using mathematical
quantification and projection.The preprocessing of raw data into
clusters by SOM helps in efficient local search, which in turn
helps in maintaining diversity in the optimization process.

The remainder of this paper has been organized as follows.
Section 2 describes the related works, Section 3, the PSO model,
and Section 4 the CPSO algorithm. In Section 5, we discuss the
results and in Section 6 we make concluding remarks.

2 Related work

The PSO model simulates a swarm of particles moving in
an m-dimensional solution space where a particle corresponds
to a candidate solution characterized by m attributes. It is
represented in the solution space by its position vector ~xi, and
its velocity is represented by a velocity vector~vi.

The velocity of the ith particle of the swarm and its projected
position in the dth dimension are defined by the following two
equations:

~vid(t +1) =~vid(t)+ c1 · rand() · (~lid−~xid(t))

+c2 · rand() · (~gid−~xid(t))
(1)

~xid(t +1) =~xid(t)+~vid(t +1) (2)

where:

• n is the size of the swarm
• m is the number of dimensions in the solution space
• i = 1, . . . ,n
• d = 1, . . . ,m
• ~lid is the local best position of particle i on the dth

dimension
• ~gi is the global best position of particle i in the dth

dimension
• c1 is the learning rate of particles for individual cognition
• c2 is the learning rate of particles for social interaction
• rand() is the random function with the output in the range
(0 . . .1)

Shi and Eberhart [16] introduced a parameter inertia weight ω

into the basic PSO:

~vid(t +1) = ω ·~vid(t)+ c1 · rand() · (~lid−~xid(t +1))
+c2 · rand() · (~gid−~xid(t +1))

(3)

where ω weights the magnitude of the old velocity~vid(t). They
found the range of (0.9 . . .1.2) a good area to choose ω from.

Many researchers have tackled the premature convergence
problem in PSO. They tried to overcome it in a reactive way
that provides diversity to particles at the indication of premature
convergence to escape a local optimum. Krink and Riget [6]
provided diversity for particles upon indication of a collision.
The indication of the collision was determined based on the
distance between particles, and subsequently, diversity was
provided in a way that particles bounce away randomly or
make a U-turn by increasing their velocity to collide against the
boundary of the solution space. The tailored PSO outperformed
the basic PSO for several benchmark functions. However, the
reactive method may not be sufficient for complex optimization
problems. Once converged at a local optimum, clustered on
local best by their nature, particles would struggle to escape
the local optimum without substantial diversity. On the other
hand, CPSO explores solution space by explicitly clustering
particles around randomly created sample vectors, thus being
able to escape local optima for optimization problems. Wei,
Guangbin and Dong [19] presented Elite Particle Swarm with
Mutation (EPSM). EPSM tried to take advantage of best fit
particles to avoid wasting time visiting the solution space with
poor fitness values. To do this, particles with poor fitness
were substituted by elite particles with better fitness. But such
elitism decreases the diversity of particles. To provide diversity
EPSM employed a mutation operator so that the global best
particle may be mutated to generate a new particle. EPSM
outperformed the Standard Particle Swarm Optimization [16]
with respect to the quality of the solution. In contrast to
the elitism, Wang and Qiu [18] tried to give opportunities to
inferior particles to search solution space. Their approach was
motivated by the observation that a search process is very likely
to be dominated by several super particles, which is often not
good in the long term. In order to alleviate the dominance
by super particles, the selection probability of a particle was
set inversely proportional to its original fitness. Next, a
particle is selected in the roulette wheel manner to explore
the solution space. Such a procedure is expected to mitigate
the high selection pressure by super particles. Their approach
outperformed other known algorithms in terms of solution
quality but took additional computational time for the fitness
scaling and roulette selecting process. Veeramachaneni and
Osadciw [17] claimed that particles by nature oscillate between
local optima and a global optimum, wasting time moving in the
same direction to converge at a global optimum. Therefore, they
made particles attract toward the best positions visited by their
neighbors. In other words, particles are influenced by successful
neighbors to explore the solution space. This algorithm was
further improved by concurrent PSO implementation [2] in
which two particle groups worked concurrently, with each group
tracing particles independently and sharing the information
about the best particle. Similarly, the Multi-Phase Particle
Swarm Optimization algorithm (MPSO) employed multiple
groups of particles, each changing a search direction in every
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phase to increase population diversity [1]. Seo et al. [13]
presented multi-grouped particle swarm optimization (MGPSO)
algorithm in which each group searches its own best solution
independently. They prevented each group from interfering
with other groups by regulating the radius of each group. Both
MPSO and MGPSO provide concurrent search through clusters
of particles. However, since early grouped particles search the
solution space throughout the search, it may not be adaptive
in a pathological environment. On the other hand, CPSO can
be more adaptive to the varying environments by periodically
updating the population of a group randomly. Sha and Yang [14]
proposed APSO K-means clustering for speaker recognition
where ant colony algorithm and PSO algorithm were combined
with K-means clustering. In K-means clustering the number
of groups is fixed, whilst the number of groups in CPSO
is updated dynamically throughout the search of the solution
space. Ratnaweera, Watson and Saman [10] used random
dimension and time-varying coefficients to compute particle
velocities during mutation.This technique has a drawback of
loss of valuable data in some dimensions. It also has an
overhead of data re-computation from scratch in case of any
malfunction due to the hierarchical structure. The other major
concern is outdated data, which results in diversity loss. To
handle it, Li and Yang [7] devised a new dynamic optimization
technique. It conducts a detailed search by dividing search space
into sub-swarms. But, it faces the “two-step forward, one-step
backward” phenomenon, as weakness in one dimension affects
the overall fitness of a particle. Another dynamic technique
proposed by Daniel and Xiaodong [9], Species-based Particle
Swarm Optimization is effective in dealing with multimodal
optimization functions in both static and dynamic environments.
A networked structured PSO, called NS-PSO [8] has been
proposed in which adjacent particles are connected in the
neighborhood of a topological space and share the information
of their best positions. These connections have been used to
enhance the local search and increase diversification.

3 The CPSO Model

The CPSO is a modified version of PSO with an additional
process of clustering particles. In the CPSO model, particles
are periodically clustered around sample vectors using SOM to
provide particles with enough diversity to prevent them from
prematurely converging to local optima. The CPSO procedure
has been described in Procedure 1. In Eq. 4, ~Vp(t + 1) is
the new velocity of particles, α(t) controls the learning rate
where t is the generation number of particles and Φ(p, t) is
the neighborhood function which determines the degree of
the neighborhood between BMP and particle p. We took a
Gaussian function as the neighborhood function for particles
which denotes the lateral particle interaction and the degree of
excitation of the particle. The Gaussian function which returns
values between 0 and 1 is a commonly used simple model for
simulating a large number of random values. Gaussian function
for particles returns a value close to 1 if the particle is close

Procedure 1: Procedure CPSO
Step 1. Initialize particles
Step 2. Randomly create sample particles s in the solution
space, with velocity ~Vs(t), where 1 ≤ s ≤ k, k being the
maximum number of sample vectors
Step 3. Traverse each particle p, 0 ≤ p < n, where n is the
swarm size, and find the best matching particle (BMP) using
the fitness value.
Step 4. Update the velocity of particles in the neighborhood
of BMP by drawing them closer to sample vectors using the
following formulas:

~Vp(t +1) = ~Vp(t)+Φ(p, t)α(t)(~Vs(t)− ~Vp(t)) (4)

~xp(t +1) =~xp(t)+~vp(t +1) (5)

Step 5. Evolve particles using PSO.
Step 6. Go to Step 2, if t < MaxGeneration and F > θ

(where F is the gross increment in particle fitness on objective
optimization functions, and θ=̃0 is a very small value)

to BMP (neighbors of BMP). The neighborhood function is
defined [15] as:

Φ(p, t) = exp
(
− (p−b)2

2α(t)2

)
(6)

where:

• p is the current particle
• b is the best matching particle (BMP)
• t is the Time/Generation
• α(t) ∈ (0 . . .1) is the learning rate

Diversity is required during early phases of optimization when
local optima are computed, but as generations exhaust, the
learning rate should decrease to allow convergence at global
optima. Initially, the learning rate will be close to 1 and
gradually it will decrease. The number of neighbors is reduced
as the generation number grows. From Step 1 through Step
4, the learning process chooses the best particle from each
sample vector based on fitness value and clusters the particles
around the vectors by updating the positions of particles in
the neighborhood. This process gives a chance to explore a
new possible solution space that may contain an optimal or
near-optimal solution. In Step 5, each cluster of particles
is evolved by recomputing the sample vectors based on the
updated particle distribution. These processes of clustering
and evolving particles are iterated until the generation number
is exhausted or a stopping condition that identifies no more
improvements in fitness on objective functions is met. Figure
1 shows particles (clear circles) moving toward three randomly
generated sample vectors (dark circles) to form clusters.
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Figure 1: Clustering particles using self-organizing maps.

4 Simulations and Results

To run the tests, we implemented PSO and CPSO using
the Java programming language. It is very cumbersome to
conduct simulations on high-dimensional functions due to large
computational overhead. For instance, if we choose a mixed
range of dimension functions, it is very difficult to compare their
results. The SOM uses vector projection to convert complex
particle swarm topology into low-dimensional vectors. So it
is economical to run simulations on a set of low-dimensional
functions with different cluster sizes and generations as input. In
the simulations, PSO and CPSO were run for four well-known
objective functions namely DeJong’s F2, Schaffer F6, Rastrigin,
and Griewank. These are the same functions that were used
by Kennedy [3]. The optimization performances of PSO and
CPSO were compared. The corresponding objective functions
have been described as follows:

f (x,y) = 100(x2− y)2 +(1− x)2 (7)

where −2.048 < x,y < 2.048

f (x,y) = 0.5+
(sin2(

√
x2− y2−0.5)

(1+0.001(x2 + y2)2 (8)

where −100≤ x,y≤ 100

f (x) = 100+
10

∑
i=1

x2
i −10cos(2πxi) (9)

f (x) =
100

∑
i=1

x2
i

4000
−

100

∏
i=1

cos(
xi√

i
)+1 (10)

where −600≤ xi ≤ 600
De Jong’s F2 function, represented by Eq. (7), is a two-

dimensional function with a deep valley with the shape of a

Figure 2: Rastrigin’s function

Figure 3: Griewank function

parabola. The Schaffer F6 function represented by Eq. (8)
is known to be very difficult to optimize, having infinite local
minima and one global minimum at (x,y) = (0,0). Rastrigin
represented by Eq. (9) and Griewank represented by Eq. (10)
are multimodal functions that have many local minima. Figures.
2 and 3 show the Rastrigin’s function and the Griewank’s
function, respectively, which have many local minima shown
by the “valleys.” Both have the global minimum at (0,0, . . . ,0).
Figures. 4-7 show minimum fitness values found by particles
exploring the solution space under the objective functions
described above. Figure 4 shows the results of PSO and CPSO
on the F2 function. For the F2 function, both CPSO and
PSO perform well, early finding a minimum. Both converge
early to a minimum, but CPSO continues to search for a better
solution (which in this case does not exist). In Figure 5, it is
shown that PSO prematurely converges to a solution, whereas
CPSO escapes several local optima to reach global optima.
Again, Figure 6 shows that for the Rastrigin’s optimization
problem (9), CPSO enables particles to find a global solution,
oscillating between local minima and global minimum, whereas
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particles of PSO converge at a local minimum. Finally, Figure 7
shows CPSO outperforms PSO dramatically for a very complex
multimodal optimization problem. PSO converges early at local
minima, whereas CPSO quickly finds a global minimum. The
results clearly demonstrate that our approach is very effective
for highly complex multimodal optimization problems.

Figure 4: CPSO vs. PSO for De Jong’s F2

Figure 5: CPSO vs. PSO for Schaffer F6

5 Conclusions

We addressed the problem of premature convergence
observed in PSO. In this research, we focused on providing
enough diversity for particles to escape local minima. CPSO
explicitly clusters particles around sample vectors to enable
particles to escape local minima, and explore new possible
solution space which may contain better solutions. Simulation
results show that CPSO outperforms PSO significantly for
complex optimization problems and avoids local minima
yielding global solutions. Although CPSO makes an extensive

Figure 6: CPSO vs. PSO for Rastrigin F1

Figure 7: CPSO vs. PSO for Griewank

search within the solution space, it limits the search time by
limiting the particles which explore the solution space using
self-organizing maps. The research strongly suggests that
CPSO is very effective for complex multimodal problems. In
future work, we will study finding early signs of premature
convergence for preventing such premature convergence.

Acknowledgments

We wish to thank the anonymous reviewers for their feedback
which made the paper much better.

References

[1] B. Al-kazemi and C. K. Mohan, “Training Feedforward
Neural Networks using Multi-phase Particle Swarm
Optimization,” Proceedings of the 9th International
Conference on Neural Information Processing, 5:2615-
2619, Nov. 2002.



120 IJCA, Vol. 28, No. 2, June 2021

[2] S. Baskar and P.N. Suganthan, “A Novel Concurrent Particle
Swarm Optimization,” Proceedings of the Congress on
Evolutionary Computation, 1:792-796, June 2004.

[3] J. Kennedy, “Stereotyping: Improving Particle Swarm
Performance With Cluster Analysis,” Proceedings of the
2000 Congress on Evolutionary Computation, 2:1507-
1512, 2000.

[4] J. Kennedy and R. Eberhart, “Particle Swarm
Optimization,” Proceedings of IEEE International
Conference on Neural Networks, 4:1942-1948, Nov-
Dec 1995.

[5] T. Kohonen, “The Self-Organizing Map,” Neurocomputing,
2(2):1-6, Nov. 1993.

[6] T. Krink, J.S. Vesterstrom and J. Riget, “Particle swarm
Optimization with spatial particle extension,” Proceedings
of the Congress on Evolutionary Computation, 2:1474-
1479, 2002.

[7] C. Li and S. Yang, “A Clustering Particle Swarm
Optimizer For Dynamic Optimization,” IEEE Congress on
Evolutionary Computation, pp. 439-446, May 2009.

[8] H. Matshushita, Y. Nishio and C.K. Tse, “Network-
Structured Particle Swarm Optimizer that Considers
Neighborhood Distances and Behaviors,” Journal of Signal
Processing, 18(6):291-302, Nov. 2014.

[9] D. Parrott and X. Li, “Locating And Tracking Multiple
Dynamic Optima By A Particle Swarm Model Using
Speciation,” IEEE Transactions on Evolutionary
Computation, 10(4):440-458, Aug. 2006.

[10] A. Ratnaweera, S. K. Halgamuge and H. C. Watson,
“Self-Organizing Hierarchical Particle Swarm Optimizer
With Time-Varying Acceleration Coefficients,” IEEE
Transactions on Evolutionary Computation, 8(3):240-255,
June 2004.

[11] W. T. Reeves, “Particle Systems–a Technique for
Modeling a Class of Fuzzy Objects,” ACM Trans. Graph.,
2(2):91-108, 1983.

[12] J. Riget and J.S. Vesterstrom, A Diversity-Guided Particle
Swarm Optimizer - the ARPSO, Tech Report - Dept. of
Computer Science, University of Aarhus, Denmark, 2002.

[13] J.-H. Seo, C.-H. Im, C.-G. Heo, J.-K. Kim, H.-K. Jung
and C.-G. Lee, “Multimodal Function Optimization Based
On Particle Swarm Optimization,” IEEE Transactions on
Magnetics, 42(4):1095-1098, 2006.

[14] M. Sha and H. Yang, “Speaker Recognition Based on
APSO-K-means Clustering Algorithm,” IEEE International
Conference on Artificial Intelligence and Computational
Intelligence, 2:440-444, Nov. 2009.

[15] A. Sharma and C. W. Omlin, “Performance Comparison
of Particle Swarm Optimization with Traditional Clustering
Algorithms used in Self-Organizing Map,” World Academy
of Science, Engineering and Technology, 3(3):718-729,
Mar. 2009.

[16] Y. Shi and R. Eberhart, “A Modified Particle Swarm
Optimizer,” Proceedings of IEEE International Conference

on Evolutionary Computation, IEEE World Congress on
Computational Intelligence, pp. 69-73, May 1998.

[17] K. Veeramachaneni, T. Peram, C.K. Mohan and L.
A. Osadciw, “Optimization using Particle Swarms with
Near Neighbor Interactions,” Lecture Notes in Computer
Science - from Proceedings of the Genetic and Evolutionary
Computation Conference, 2723:110-121, 2003.

[18] F. Wang and Y. Qiu, “A Modified Particle Swarm
Optimizer With Roulette Selection Operator,” Proceedings
of IEEE International Conference on Natural Language
Processing and Knowledge Engineering, pp. 765-768, Oct.
2005.

[19] J. Wei, L. Guangbin and L. Dong, “Elite Particle Swarm
Optimization with Mutation,” Asia Simulation Conference
- Proceedings of the 7th IEEE International Conference on
System Simulation and Scientific Computing, pp. 800-803,
Oct. 2008.

Yong-Won Park received the
bachelor’s degree in Computer
Science from Kwangwoon University,
Seoul, Korea and the master’s and
Ph.D. degrees in Computer Science
and Software Engineering from
Auburn University. He is a senior
researcher in Samsung S1, Seoul.
His research interests are in machine

learning and data mining.

Harika Kilari received the B.Tech.
(Honours) degree in Computer
Software Engineering from IIIT,
Hyderabad and the MS degree in
Computer Science from Auburn
University. She has worked as
a Systems Software Engineer in
NVIDIA, India and is currently a

Senior Camera Engineer in Qualcomm, San Diego, CA.

Sanjeev Baskiyar is a Full Professor
in the Department of Computer
Science and Software Engineering
at Auburn University, Auburn,
Alabama. He received the Ph.D. and
MSEE degrees from the University
of Minnesota, Minneapolis, and
the B.E. degree in Electronics

and Communications from the Indian Institute of Science,
Bangalore. His current research interests are in the areas
of computer architecture, edge computing, optimization,
scheduling, and real-time and embedded computing. In
addition to academic appointments, he also worked in the
hardware and software industry.



Journal Submission 
The International Journal of Computers and Their Applications is published four times a year with the purpose of 
providing a forum for state-of-the-art developments and research in the theory and design of computers, as well as 
current innovative activities in the applications of computers.  In contrast to other journals, this journal focuses on 
emerging computer technologies with emphasis on the applicability to real world problems.  Current areas of particular 
interest include, but are not limited to:  architecture, networks, intelligent systems, parallel and distributed computing, 
software and information engineering, and computer applications (e.g., engineering, medicine, business, education, 
etc.).  All papers are subject to peer review before selection. 
________________________________________________________________________________________________ 

A.  Procedure for Submission of a Technical Paper for Consideration  

1. Email your manuscript to the Editor-in-Chief, Dr. Wenying Feng.  Email:  wfeng@trentu.ca.  

2. Illustrations should be high quality (originals unnecessary). 

3. Enclose a separate page (or include in the email message) the preferred author and address for correspondence. Also, please 
include email, telephone, and fax information should further contact be needed. 

4. Note:  Papers shorter than 10 pages long will be returned. 

 

B.  Manuscript Style:  
1. WORD DOCUMENT:  The text should be double-spaced (12 point or larger), single column and single-sided on 8.5 X 

11 inch pages.  Or it can be single spaced double column. 
LaTex DOCUMENT:  The text is to be a double column (10 point font) in pdf format. 

2. An informative abstract of 100-250 words should be provided. 
3. At least 5 keywords following the abstract describing the paper topics. 
4. References (alphabetized by first author) should appear at the end of the paper, as follows: author(s), first initials followed 

by last name, title in quotation marks, periodical, volume, inclusive page numbers, month and year.  
5. The figures are to be integrated in the text after referenced in the text.  

 

C.  Submission of Accepted Manuscripts  

1. The final complete paper (with abstract, figures, tables, and keywords) satisfying Section B above in MS Word format 
should be submitted to the Editor-in-Chief.  If one wished to use LaTex, please see the corresponding LaTex template. 

2. The submission may be on a CD/DVD or as an email attachment(s).  The following electronic files should be included:  

• Paper text (required).  
• Bios (required for each author).  

• Author Photos are to be integrated into the text.  

• Figures, Tables, and Illustrations.  These should be integrated into the paper text file.  
3. Reminder:  The authors photos and short bios should be integrated into the text at the end of the paper.  All figures, tables, 

and illustrations should be integrated into the text after being mentioned in the text. 
4. The final paper should be submitted in (a) pdf AND (b) either Word or LaTex.  For those authors using LaTex, please 

follow the guidelines and template. 
5. Authors are asked to sign an ISCA copyright form (http://www.isca-hq.org/j-copyright.htm), indicating that they are 

transferring the copyright to ISCA or declaring the work to be government-sponsored work in the public domain.  Also, 
letters of permission for inclusion of non-original materials are required.  

 

Publication Charges  

After a manuscript has been accepted for publication, the contact author will be invoiced a publication charge of $500.00 USD to 
cover part of the cost of publication.  For ISCA members, publication charges are $400.00 USD publication charges are required.     
 

Revised 2020 

mailto:wfeng@trentu.ca


ISC
A

 IN
TER

N
A

TIO
N

A
L JO

U
R

N
A

L O
F C

O
M

PU
TER

S A
N

D
 TH

EIR
 A

PPLIC
A

TIO
N

S 
V

ol. 28 N
o. 2, June 2021 

 


	Cover page for June 2021
	International Society for Computers
	Guest Editoral:  Special Issue from the ISCA CATA 2021 . . . . . . . . . . . . . . . . . . . . . . . . . 75
	Improvement of Apriori Algorithm for Missing Itemset Identification  and Faster Execution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
	Anjan Dutta, Runba Ganguli, Punyasha Chatterjee, Narayan C. Debnath,  and Soumya Sen
	Anjan Dutta, Runba Ganguli, Punyasha Chatterjee, Narayan C. Debnath,  and Soumya Sen

	An Adaptable Memory System Using Reconfigurable Row DRAM to  Improve Performance of Multi core for Big Data . . . . . . . . . . . . . . . . . . . . . . . . . . 84
	Nagi Mekhiel
	Yan Yan and Frederick C. Harris, Jr.


	Clustered Particle Swarm Optimization Using Self-Organizing Maps . . . . . . . . . . . . . . . 115
	Yongwon Park, Harika Kilari, and Sanjeev Baskiyar


	IJCA Jrnl inside front cover June2021-updated
	A publication of the International Society for Computers and Their Applications
	ASSOCIATE EDITORS

	Dr. Hisham Al-Mubaid
	Dr. Mark Burgin
	Dr. Sergiu Dascalu
	University of Nevada
	Reno, USA
	dascalus@cse.unr.edu
	Dr. Sami Fadali

	Dr. Vic Grout
	Glyndŵr University
	v.grout@glyndwr.ac.uk
	Dr. Yi Maggie Guo
	University of Michigan,
	Dearborn, USA
	hongpeng@brandeis.edu
	Dr. Wen-Chi Hou
	Southern Illinois University, USA
	hou@cs.siu.edu
	Dr. Ramesh K. Karne
	Towson University, USA
	Dr. Bruce M. McMillin
	Dr. Muhanna Muhanna
	Princess Sumaya University
	for Technology
	Amman, Jordan
	m.muhanna@psut.edu.jo
	Dr. Mehdi O. Owrang
	Dr. Xing Qiu
	University of Rochester, USA
	xqiu@bst.rochester.edu
	Dr. Abdelmounaam Rezgui
	Dr. Ramalingam Sridhar
	Dr. Junping Sun
	Dr. Jianwu Wang
	Dr. Yiu-Kwong Wong

	Dr. Rong Zhao

	Guest Editorial draft 3
	1 Dutta, Gangali, Chatterlee, Debnath, Sen ISCA Journal
	Abstract
	1 Introduction
	2 Related Work
	3 Motivation and Objective
	4 Methodology
	4.1 Identifying the Hidden Business Critical Patterns
	4.2 Reduction of the Computational Complexity for Frequent Pattern Identification

	5 Results and Discussion
	6 Conclusion
	References

	2 Mekhiel June 2021
	3 Yan Harris IJCA  June 2021
	4d Park, Baskiyar 
	Journal Submission Instructions2021
	Journal Submission

	IJCA Jrnl back outside cover June 2021

